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इकाई–1: åयावसाǓयक शोध (Business Research An 
Introduction) 

इकाई कȧ Ǿपरेखा : 
1.1 उƧेæय 
1.2 Ĥèतावना 
1.3 अथ[ 
1.4 ͪवशेषताएँ 
1.5 शोध के Ĥकार 
1.6 साराशं 
1.7 èव–परख Ĥæन  

1.1 उƧेæय (Objective)  
इस इकाई के अÚययन के पæचात आप Ǔनàन से अवगत हो पायɅगे:– 

 åयावसाǓयक शोध का अथ[ एव ंͪवशेषताएं। 
 åयावसाǓयक शोध के उƧेæय । 
 åयावसाǓयक शोध के Ĥकार । 
 शोध के ͪवͧभÛन चरण । 

 1.2 Ĥèतावना (Introduction)  
वत[मान यगु शोध व सांिÉयकȧ का यगु है । जीवन के Ĥ×येक पहल ूतथा £ान–ͪव£ान 
के Ĥ×येक ¢ेğ मɅ शोध का Ĥयोग ǓनरÛतर बढ़ता जा रहा है । संसार मɅ अनेक Ĥाणी हɇ 
परÛत ुमानव हȣ एक ऐसा Ĥाणी है जो Ĥारàभ से हȣ अपने वातावरण के ĤǓत जागǾक 
एव ं िज£ास ु रहा है। वह ǓनरÛतर खोज करता रहा ͩक ͩकन पǐरिèथǓतयɉ मɅ, ͩकन 
कारणɉ से कौन से पǐरणाम Ǔनकलत ेहɇ। ͪवͧभÛन तØय ͩकन समèयाओं को ͪवकͧसत 
करत े हɇ और उन समèयाओं का Ǔनदान कैसे ͩकया जा सकता है? अथ[åयवèथा के 
ͪवͧभÛन पहलओंु के आपसी Ĥभाव को समझने के ͧलए भी åयावसाǓयक शोध अǓत 
आवæयक है।  

1.3 अथ[ (Meaning)  
जीवन को सहज बनाने के ͧलए मनçुय ने Ĥारàभ मɅ अपनी आवæयकताओं कȧ पǓूत[ के 
ͧलए नई खोज तथा आͪवçकार ͩकये। मूलभूत आवæयकताओं कȧ खोज के बाद मनçुय 
अपनी िज£ास ुĤविृ×त के कारण ǓनरÛतर शोध व अनसुधंान के कायɟ मɅ लगा रहा। 
शोध एक अनवरत ĤͩĐया है चूँͩक मनçुय शोध करता है िजसकȧ िज£ासा अÛतहȣन है 
अत:शोध भी ǓनरÛतर चलने वालȣ ĤͩĐया है। åयावसाǓयक शोध अथा[त åयवसाय व 
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अथ[åयवèथा से जुड़ े हु ए Ĥæनɉ के जवाब ढँूढना तथा समèयाओं के कारण पता करना 
एव ंउनके सभी संभाͪवत Ǔनदानɉ को Ĥकाश मɅ लाना है । 
åयावसाǓयक शोध का अथ[ åयवसाय के नये तØयɉ को खोजना या परुाने तØयɉ कȧ 
पिुçट और जांच करना है। 
“दȣ एडवांèट लन[स[ ͫडÈशनरȣ” मɅ शोध को इस Ĥकार पǐरभाͪषत ͩकया गया है– “£ान 
कȧ ͩकसी भी शाखा मɅ Úयानपवू[क नए तØयɉ कȧ खोज के ͧलए ͩकये गये अÛवेषण या 
परȣ¢ण को शोध कहत ेहɇ।” 
“लुÖडबग[’ ने शोध कȧ पǐरभाषा मɅ इसकȧ ĤͩĐया के Ĥमुख चरणɉ का वण[न 
Ǔनàनͧलͨखत शÞदɉ मɅ ͩकया है:– 
“अवलोͩकत सामĒी का सàभाͪवत वगȸकरण, साधारणीकरण एव ंस×यापन करत े हु ए 
पया[Üत कम[ ͪवषयक और åयविèथत पƨǓत शोध कहलाती है।” 
रेडमन तथा मोरȣ के शÞदɉ मɅ ''नवीन £ान ĤािÜत के åयविèथत Ĥय×न को हम शोध 
कहत ेहɇ।'' 
उपयु [Èत पǐरभाषाओं से èपçट हो जाता है ͩक शोधकता[ के ǓनरÛतर Ĥयोग तथा Ĥय×न 
से जो ĤͩĐया £ान मɅ वृͪ ƨ करे वह शोध कहलाती है। शोध नतून £ान कȧ ĤािÜत तथा 
उपलÞध £ान कȧ åयाÉया करता है। शोध ɮवारा ͩकसी एक Ǔनिæचत समèया का 
वèतुपरक तथा Đमबƨ तरȣके से हल खोजने का Ĥय×न ͩकया जाता है।  

1.4 ͪवशषेताऐं (Characteristics)  
åयावसाǓयक शोध मɅ åयावसाǓयक घटनाओं के सàबÛध मɅ स×य Ĥमाͨणत और 
आनभुाͪवक तØयɉ को व£ैाǓनक Ĥणाͧलयɉ से एकğ ͩकया जाता है तथा उनका 
वगȸकरण, सारणीयन, ͪवæलेषण तथा Ǔनçकष[ Ǔनकाला जाता है। अÚययन के Ĥारàभ मɅ 
जो पǐरकãपना लेकर चलत े है उसकȧ जाचं कȧ जाती है। परुाने åयावसाǓयक ͧसƨाÛतɉ 
के स×यापन कȧ जाँच कȧ जाती है तथा åयावसाǓयक शोध नये ͧसƨाÛतɉ का Ǔनमा[ण 
करती है। तØय तथा सामĒी संकलन के ͧलए Ĥाथͧमक तथा ɮͪवतीयक İोतɉ का Ĥयोग 
ͩकया जाता है। अवलोकन सा¢ा×कार अनसुचूी Ĥæनावलȣ सवȶ¢ण आǑद सामĒी संकलन 
के İोत हɇ। शोध कȧ Ǔनàन ͪवशेषताऐं हɇ जो इसकȧ ĤकृǓत को भी èपçट करती हɇ। 

1. पǐरकãपना का Ǔनमा[ण तथा जाचँ (Formation and Testing of Hypothesis)– 
शोध का Ĥारàभ पǐरकãपना के Ǔनमा[ण से शुǾ होता है। åयावसाǓयक शोध मɅ सव[Ĥथम 
åयावसाǓयक व अथ[åयवèथा सàबिÛधत पǐरकãपनाओं कȧ जाँच कȧ जाती है। 

2. काय[कारण सàबÛध का अÚययन (Study of Cause–effect relationship)– 
åयावसाǓयक शोध मɅ पǐरकãपना अथवा अÚययन कȧ समèया से सàबिÛधत तØयɉ के 
परèपर कारण–Ĥभाव सàबÛध का अÚययन ͩकया जाता है। अथ[åयवèथा के सÛदभ[ मɅ 
शोध के ͪवषय कȧ जाँच कारण–Ĥभाव के पǐरĤेêय मɅ कȧ जाती है। 

3. ͧसƨाÛतɉ कȧ Ĥासंͬगकता (Relevance of theory)– शोध काय[ मɅ पवू[èथाͪपत 
ͧसƨाÛतɉ कȧ Ĥासंͬगकता कȧ जाँच कȧ जाती है। ͧसƨाÛतɉ कȧ èथापना शोध Ǔनण[यɉ व 
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ͧसफाǐरशɉ के आधार पर कȧ जाती है। शोध काय[ के दौरान हȣ इन ͧसƨाÛतɉ कȧ जाँच 
नवीन तØयɉ ɮवारा समय–समय पर उनकȧ Ĥमाͨणकता, ͪवæवसनीयता तथा स×यता के 
ͧलए होती रहती है।  

4. तØयɉ का ͪवæलेषण (Analysis of facts)– ͧसƨाÛतɉ कȧ तरह तØयɉ का ͪवæलेषण 
भी शोध काय[ का एक अंग है। åयावसाǓयक शोध मɅ अथ[åयवèथा, बाजार मांग–पǓूत[, 
åयावसाǓयक संरचना व संगठन सàबिÛधत नवीन तØयɉ कȧ खोज कȧ जाती है तथा 
समय–समय पर इन तØयɉ का ͪवæलेषण ͩकया जाता है। 

5. अवधारणाओं कȧ रचना (Creation of assumption)– åयावसाǓयक शोध मɅ Ĥयोगɉ 
ɮवारा ͧसƨ तØयɉ के आधार पर åयवसाय व अथ[åयवèथा सàबÛधी अवधारणाओं कȧ 
रचना कȧ जाती है िजनके आधार पर नये åयावसाǓयक आयामɉ कȧ शुǾआत कȧ जाती 
है। 

6. Ǔनिæचत Ĥͪवͬध (Certain process)– åयावसाǓयक शोध भी अÛय शोधɉ कȧ तरह 
एक Ǔनिæचत Ĥͪवͬध के तहत कȧ जाती है। इस Ĥͪवͬध मɅ सव[Ĥथम पǐरकãपना का 
Ǔनमा[ण ͩकया जाता है ͩफर जǾरȣ तØयɉ का संकलन कर उनका वगȸकरण ͩकया जाता 
है त×पæचात संमकɉ का ͪवæलेषण कर Ǔनçकष[ Ǔनकाला जाता है। 

7. Ǔनçकष[ व सुझाव (Conclusion & Suggestion)– åयावसाǓयक शोध के ͪवषय पर 
काय[ करने के पæचात जो Ǔनçकष[ Ǔनकलता है उसके आधार पर शोध ͪवषय सàबÛधी 
सुझाव Ǒदये जात ेहɇ जो åयावसाǓयक जगत मɅ बहु त उपयोगी ͧसƨ हो सकत ेहɇ। 
åयावसाǓयक शोध के उƧेæय (Objects of business research) 
åयावसाǓयक शोध का मूलभूत उƧेæय åयावसाǓयक जगत कȧ त×कालȣन घटनाओं व 
समèयाओं को समाधान व नवीनता Ĥदान करना होता है। åयवसाय कȧ योजनाओं को 
Ǔनयǒंğत करने के Ĥयास मɅ अनवरत शोध कȧ जाती है। शोध के उƧेæयɉ को ͪवèतǐरत 
Ǿप से समझने के ͧलए हम इÛहɅ तीन भागɉ मɅ बांट सकत ेहɇ : 
 सैƨािÛतक उƧेæय 
 åयावहाǐरक उƧेæय 
 åयिÈतगत उƧेæय 

1. सैƨािÛतक उƧेæय– शोध मूलǾप से £ान कȧ वृͪ ƨ का साधक है। £ान ĤािÜत के ͧलए 
शोध मɅ तØयɉ, घटनाओं तथा समèयाओं के ͪवषय कȧ जानकारȣ एकǒğत कȧ जाती है। 
शोध का सैƨािÛतक उƧेæय परुाने तØयɉ का स×यापन, नये तØयɉ कȧ खोज, नये 
ͧसƨाÛतɉ का Ǔनमा[ण तथा परȣ¢ण करना होता है। åयावसाǓयक शोध के Ǔनàन मुÉय 
सैƨािÛतक उƧेæय हो सकत ेहɇ : 
1. शोध का उƧेæय आवæयक तØयɉ व संमकɉ का संकलन करना, उनका वगȸकरण कर 

के संͯ¢Üतीकरण करना होता है। 
2. åयावसाǓयक शोध मɅ परुाने समंकɉ व तØयɉ कȧ साथ[कता जाँची जाती है तथा नये संमकɉ व 

तØयɉ कȧ जानकारȣ ĤाÜत कȧ जाती है। 
3. शोध का उƧेæय पवू[ èथाͪपत ͧसƨाÛतɉ कȧ Ĥासंͬगकता कȧ जाँच करना होता है। 
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4. åयावसाǓयक शोध का उƧेæय अथ[åयवèथा तथा åयावसाǓयक जगत मɅ घटना एव ंतØयɉ के 
मÚय काय[, कारण व सàबÛध का पता लगाना भी है। 

5. शोध का सैƨािÛतक उƧेæय शोध कȧ Ǒदशा Ǔनधा[रण करना भी है। 
1. åयावहाǐरक उƧेæय– मनçुय अपनी िज£ास ुĤविृ×त एव ं£ानाज[न हेत ुसैƨािÛतक उƧेæय 

के ͧलए शोध करता है परÛत ुयǑद शोध ͧसफ[  सैƨािÛतक £ान वृͪ ƨ के ͧलए ͩकया जाये 
एव ंउसका åयावहाǐरक उपयोग कुछ ना हो तो शोध अथ[हȣन हो जायेगा। åयावसाǓयक 
शोध के Ǔनàन åयावहाǐरक उƧेæय हो सकत ेहɇ : 
1. ĤǓतǑदन बदलती अथ[åयवèथा तथा åयावसाǓयक पǐरिèथǓतयɉ मɅ यह अǓनवाय[ है 

ͩक शोध के ɮवारा नई जानकारȣ ĤाÜत कȧ जाए। 
2. आͬथ[क åयवèथा को समझने के ͧलए एव ंआͬथ[क घटनाओं के Ĥभाव को जानना 

शोध का एक मह×वपणू[ åयावहाǐरक उƧेæय है । 
3. शोध के ɮवारा सवȾ×कृçट ͪवकãप खोजा जाता है । 
4. åयवसाय कȧ भावी योजनाओं का Ǔनमा[ण करना भी शोध का एक उƧेæय है । 
5. åयवहार मɅ शोध ɮवारा वत[मान आͬथ[क व åयावसाǓयक समèयाओं को सलुझाने मɅ 

सहायता कȧ जाती है । 
6. शोध राजकȧय व आͬथ[क नीǓतयɉ को आधार Ĥदान करती है । 
7. åयावसाǓयक शोध के ɮवारा åयावहाǐरक आवæयकतानसुार नये–नये ͧसƨाÛतɉ कȧ 

खोज कȧ जाती है । 
8. शोध åयवसाय तथा उɮयोग कȧ ͩĐया×मक तथा Ǔनयोजन सàबÛधी समèयाओं के 

समाधान करने मɅ सहायक है । 
3. åयिÈतगत उƧेæय– शोध करने वाले åयिÈत को शोधकता[ कहा जाता है । Ĥाय: शोधकता[ 

अपने åयिÈतगत कारण या जǾरत के कारण भी शोध करता है । ĤǓतयोͬगता के इस 
यगु मɅ åयिÈत अपने Ǔनàनͧलͨखत कारणɉ से शोध कर सकता है : 
1. वातावरण मɅ उपलÞध अवसरɉ को हाͧसल करने हेत ुमनçुय èवय ंको अͬधक से 

अͬधक जानकारȣ से अवगत रखने के ͧलए शोध करता है । 
2. रोजगार का अÍछा साधन पाने के ͧलए तथा åयिÈत अपने ͪवषय मɅ Įेçठता 

हाͧसल करने के ͧलए शोध करता है । 
3. अपने समक¢ लोगɉ से उपर उठने तथा उÛनǓत कȧ ओर अĒसर होने के ͧलए 

åयिÈत ͩकसी ͪवषय पर शोध करता है । 
4. कई िज£ास ुव धुनी åयिÈत ͩकसी समèया या कारण कȧ तह तक पहु ंचने के ͧलए 

शोध करत ेहɇ ।  
5. ऐसी कई समèयाऐं िजनका समाधान नहȣ ंहɇ तथा कई Ĥæन िजनके उ×तर £ात 

नहȣ ंहɇ उÛहɅ चुनौती के Ǿप मɅ èवीकार कर के भी शोध कȧ जाती है । 
6. रचना×मक Ĥविृ×त तथा Ĥयोगा×मक सÛतुिçट जैसे मनोव£ैाǓनक कारण åयिÈत को 

शोध करने के ͧलए Ĥेǐरत करत ेहɇ । 
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7. कुछ åयिÈत नाम कमाने के उƧेæय से शोध करने को अͧभĤेǐरत होते हɇ । 
8. कई लोग समाज सेवा के Ǻिçटकोण से शोध व अनसुंधान करत ेहɇ । 
9. कई बार राजकȧय Ǔनदȶशɉ के कारण शोध करना अǓनवाय[ होता है । 
10. उ×पादन अपने उ×पाद कȧ गणुव×ता को अÛय समान उ×पादɉ से बेहतर करने के 

ͧलए भी शोध करवात ेहै । 

1.5 शोध के Ĥकार (Types of Research)  
åयवसाय व अथ[åयवèथा के ͪवͧभÛन प¢ɉ का अÚययन åयावसाǓयक शोध के ɮवारा 
ͩकया जाता है । åयवसाय के ͪवͧभÛन पहलुओं, समèयाओं तथा घटनाओं कȧ ͧभÛनता 
के आधार पर शोध के Ǔनàन Ĥकार हो सकत ेहै:–  

1. मौͧलक शोध (Basic/Pure Research)– मौͧलक शोध का सàबÛध ͩकसी समèया 
के समाधान या हल ढँूढने से नहȣ ंहोता है, यह तो केवल £ान के ͪवकास के ͧलए 
ͩकया गया शोध होता है । नये ͧसƨाÛतɉ का सूğपात अथवा परुाने ͧसƨाÛतɉ कȧ 
समी¢ा तथा संशोधन मौͧलक शोध का ͪवषय है । मौͧलक åयावसाǓयक शोध का Ĥमुख 
उƧेæय åयावसाǓयक अÚययन के ¢ेğ, पǐरĤेêय, ͪवषय सामĒी आǑद को Ǔनिæचत करना 
है । मौͧलक शोध मɅ यह भी देखा जाता है ͩक Èया पǐरवǓत[त पǐरिèथǓतयɉ मे परुाने 
ͧसƨाÛत उͬचत हɇ अथवा नहȣं। यǑद परुाने ͧसƨाÛत वत[मान सÛदभ[ मɅ ठȤक न हɉ तो 
उÛहɅ अèवीकृत कर नये ͧसƨाÛतɉ का ĤǓतपादन ͩकया जाता है । मौͧलक शोध मɅ £ान 
वृͪ ƨ के उƧेæय से सामĒी व संमकɉ का संĒहण ͩकया जाता है । तथा आगे के 
अनसुंधान कȧ आधारͧशला बनाया जाता है।  

2. åयावहाǐरक शोध (Applied Research)– åयवसाय जगत तथा अथ[åयवèथा से 
सàबिÛधत समèयाओं के समाधान के ͧलए जो शोध कȧ जाती है वह åयावहाǐरक शोध 
कहलाती है । åयावहाǐरक शोध Ĥाय: वाèतͪवक समèयाओं से Ĥेǐरत होती है । 
åयावहाǐरक शोध मɅ मौͧलक शोध से ĤाÜत पǐरणामɉ को वाèतͪवक घटनाओं तथा 
पǐरिèथǓतयɉ पर लाग ूकर ĤाÜत पǐरणामɉ के आधार पर Ǔनçकष[ Ǔनकाले जात ेहɇ । 
फेिèटंगर तथा काज के अनसुार “जब तØयɉ का संकलन उɮयोग या Ĥशासन के सÛदभ[ 
मɅ ͩकसी उपयोͬगतावादȣ से ͩकया Ǻिçटकोण जाता है तथा िजसकȧ नीǓत–Ǔनमा[ताओं को 
आवæयकता होती है तब इसे åयावहाǐरक शोध कहा जा सकता है । 
åयावहाǐरक शोध उपयोͬगतावादȣ होता है । यह åयावहाǐरक होता है िजसका ता×पय[ है 
ͩक इसके ɮवारा ĤाÜत £ान का उपयोग समèयाओं के समाधान मɅ सीधा ͩकया जा 
सकता है । यह समèयाओं के कारणɉ, ल¢णɉ, Ǔनयमɉ आǑद को समझने मे सहायता 
करता है, इसके ɮवारा आͬथ[क Ǔनयोजन, नीǓत Ǔनधा[रण, आͬथ[क व åयावसाǓयक 
समèयाओं को समझने मɅ सहायता Ĥदान कȧ जाती है । 

3. ͩĐया×मक शोध (Action Research)– ͩकसी समèया या घटना ͪवशेष पर आधाǐरत 
शोध ͩĐया×मक शोध कहलाती है । इसके ɮवारा शोधकता[ अपनी समèया का व£ैाǓनक 
तरȣके से अÚययन करत े है िजससे अपने Ǔनण[यɉ व ͩĐयाओं को Ǒदशा दे सके तथा 
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आवæयकतानसुार उसमɅ पǐरवत[न एव ंसुधार कर सकɅ  । ͩĐया×मक शोध अथ[åयवèथा 
कȧ ता×काͧलक घटनाओं व समèयाओं से सàबिÛधत होती है । यह åयावसाǓयक व 
आͬथ[क समèयाओं के अÚययन के ͧलए व£ैाǓनक ͪवͬधयɉ का Ĥयोग करके कारकɉ का 
पता लगाती है तथा उनको दरू करने के ͧलए उपचारा×मक उपाय बताती है । 
ͩĐया×मक शोध Ǒदन–ĤǓतǑदन कȧ सामािजक, आͬथ[क, राजनǓैतक समèयाओं के 
समाधान के ͧलए ͩकया जाता है । इसͧलए यह शोध बहु मखुी होती है । अत: ͪवͧभÛन 
समèयाओं के समाधान मɅ इसकȧ उãलेखनीय उपयोͬगता देखी जा सकती है । 

4. अÛवेषणा×मक शोध (Exploratory Research) िजन ¢ेğɉ मɅ अÚययन नहȣ ंहु ए हɇ, 
उनके सàबÛध मɅ अÚययन का काय[ इसी शोध के ɮवारा Ĥारàभ होता है, इसीͧलए इसे 
अÛवेषणा×मक शोध कहत े हɇ । जब शोध का उƧेæय काय[–कारण सàबÛध कȧ खोज 
करना होता है तब यह शोध कȧ जाती है । इसका सàबÛध नवीन तØयɉ कȧ खोज से 
है। जहा ँ अिज[त £ान सीͧमत है तथा Ĥयोगा×मक अनसुंधान सàभव नहȣ ं है वहा ं
अÛवेषणा×मक शोध कȧ जाती है । यह ͪववरणा×मक शोध कȧ Ĥथम सीढ़ȣ है । यह 
शोध समèयाओं के कारण –Ĥभाव सàबधं èपçट करने के साथ–साथ ͪवषय से भी 
पǐरͬचत करवाती है । 

5. ͪववरणा×मक शोध (Descriptive Research) ͪववरणा×मक शोध मɅ अÚययन कȧ 
समèया या ͪवषय के सàबधं मɅ तØय, Ĥमाͨणत तथा यथाथ[ सामĒी एकğ करके उनका 
Đमबƨ, ताͩक[ क तथा åयविèथत ͪववरण तैयार ͩकया जाता है । इस शोध मɅ Ĥाथͧमक 
संमकɉ का संकलन, अवलोकन, सा¢ा×कार, Ĥæनावलȣ और अनसुचूी के माÚयम से 
ͩकया जाता है । इस शोध के ͧलए ͪवषय सामĒी कȧ पणू[ जानकारȣ होना आवæयक है 
जो ͩक यथाथ[ व तक[  संगत होनी चाǑहए, तभी इसके ɮवारा ĤाÜत Ǔनçकष[ लêय ĤािÜत 
मɅ सहायक ͧसƨ हɉगे । ĤाÜत ͪवæवसनीय तØयɉ एव ंसंमकɉ का ͪवæलेषण कर ĤाÜत 
पǐरणामɉ से नई जानकारȣ तथा नये अथ[ का ǓनǾपण करना इस शोध का ͪवषय है । 
अत: ऐसे शोध का चुनाव करने से पवू[ यह Úयान रखना होगा ͩक इसके ͧलए पया[Üत 
समकं तथा सामĒी उपलÞध हो । एकǒğत तØयɉ तथा समकंɉ को उनके गणुɉ तथा 
ĤकृǓत के आधार पर अलग–अलग समहूɉ मɅ वगȸकृत ͩकया जाता है । समानता के 
आधार पर वग[ बनाए जात ेहɇ । उन वगɟ को Đम से सारणी के Ǿप मɅ वगȸकृत ͩकया 
जाता है,तØयɉ के गणु–सàबÛध को देखने के ͧलए सांिÉयकȧ का Ĥयोग ͩकया जाता है । 
अÛत मɅ तØयɉ, समकंɉ व एकǒğत सूचना को Đम से ͪववरणा×मक ǽप मɅ लेखबƨ कर 
Ǒदया जाता है। 

6. Ǔनदाना×मक शोध (Diagnostic Research)– यह शोध ͩकसी समèया ͪवशेष के 
समाधान कȧ खोज के ͧलए कȧ जाती है । इसमे सव[Ĥथम समèया के कारणɉ का 
गहनता से अÚययन ͩकया जाता है, िजसके ͧलए समकंɉ का संकलन, सारणीयन, 
ͪवæलेषण तथा Ǔनव[चन ͩकया जाता है । समèया के शीē समाधान हेत,ु अÚययन के 
समय िजन कारणɉ का पता चलता है उनका त×कालȣन पǐरिèथǓतयɉ से तुलना×मक 
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ͪववेचन ͩकया जाता है । इससे ĤाÜत पǐरणामɉ से समाधान ढँूढने मɅ मदद ͧमलती है । 
Ǔनदाना×मक शोध मɅ समèया को ͩकस तरह सुलझाया जाये इसका वण[न एव ंͪवæलेषण 
Ĥèतुत ͩकया जाता है । 

7. Ĥयोगा×मक शोध (Experimental Research)– यह ऐसी शोध है जो Ǔनयǒंğत 
पǐरिèथǓतयɉ मɅ कȧ जाती है इस शोध मɅ Ĥयोग का ͪवशषे मह×व होता है, Ĥयोग से 
ता×पय[ है Ǔनयǒंğत Ǔनिæचत पǐरिèथǓतयɉ मɅ कारण–Ĥभाव का अवलोकन करना । इस 
शोध के ɮवारा ͪवͧभÛन कारकɉ के Ĥभाव का पता व£ैाǓनक पƨǓत से लगाया जाता है। 
Ĥयोगा×मक शोध पǐरकãपना कȧ स×यता, Ĥामाͨणकता तथा ͪवæवसनीयता कȧ जाँच 
करने कȧ ĤͩĐया है । इसमɅ आनभुाͪवक तØयɉ को एकğ ͩकया जाता है िजनमɅ परèपर 
कारण–Ĥभाव सàबधं èपçट तथा सुǓनिæचत होत ेहɇ । इसमɅ दो समान समूहɉ को लेकर 
एक समूह को पणू[त: Ǔनयǒंğत रखा जाता है जबͩक दसूरे समूह को बाÚय कारणɉ से 
Ĥभाͪवत करने के ͧलए èवतÛğ रखा जाता है, िजससे पǐरवत[न लाने वाले कारणɉ का 
£ान ĤाÜत हो जाता है । 

8. मूãयांकना×मक शोध (Evaluative Research)– जब Ǔनयोिजत काय[Đम या Ĥèताव 
सàपÛन हो जात े है तब उनका मूãयांकन यह पता करने के ͧलए ͩकया जाता है ͩक 
वाèतͪवक काय[Đम का Ǔनयोिजत Ĥèताव से ͩकतना ͪवचरण रहा है । इस उƧेæय कȧ 
पǓूत[ मूãयाकंना×मक शोध करती है । अनेक सरकारȣ, अƨ[–सरकारȣ तथा गरै–सरकारȣ 
संèथाओं अपने ͩĐयाÛवयन का समय–समय पर मूãयांकन करवाती है यह देखने के 
ͧलए ͩक Èया वे Ǔनयोिजत ͩĐया के अनǾुप सफल हो रहे हɇ या नहȣ ं। मूãयांकन शोध 
के ɮवारा काय[Đमɉ के लêयɉ तथा उपलिÞधयɉ का अÛतर एव ंअÛतर के कारण £ात 
ͩकये जात ेहɇ । अÛतर के कारणɉ का Ǔनदान कर भͪवçय मɅ होने वाले उसी तरह के 
काय[Đम को सफल बनाने कȧ कोͧशश कȧ जाती है । 

9. पǐरमाणा×मक शोध (Quantitative Research)– अथ[åयवèथा तथा åयावसाǓयक 
जगत मɅ जब ऐसे तØय होत ेहɇ िजनका मापन संÉया के ǽप मɅ ͩकया जाता है, वह 
शोध पǐरमाणा×मक शोध कहलाती है । ͩकसी åयवसाय कȧ काय[शील पूँजी का अÚययन, 
ͩकसी उɮयोग कȧ कारखाना लागत का अÚययन, ͩकसी कàपनी मɅ कम[चाǐरयɉ के वेतन 
का अÚययन आǑद ऐसे ͪवषय हɇ िजÛहɅ हम समकंɉ åयÈत कर सकत े हɇ । इनका 
अÚययन पǐरमाणा×मक शोध कहलाती है । åयावसाǓयक शोध अͬधकांशतया 
पǐरमाणा×मक होती है । 

10. गणुा×मक शोध (Qualitative Research)– जब शोध का ͪवषय आंकड़ो पर Ǔनभ[र 
नहȣ ंहो तथा उसका ͪवæलेषण भी आंकडɉ मɅ नहȣ ं ͩकया जा सकता हो तो वह शोध 
गणुा×मक शोध कहलाती है । शोध के ͪवषय मɅ संÉयाओं कȧ बजाय गणुɉ कȧ बाहु ãयता 
हो तो उस शोध को गणुा×मक शोध कहा जाता है जैसे–उपभोÈता åयवहार का अÚययन, 
कम[चाǐरयɉ कȧ कम[ठता का अÚययन, Ĥबधंकɉ कȧ नǓैतकता का अÚययन, उ×पाद कȧ 
गणुव×ता का अÚययन आǑद। 
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शोध के ͪवͧभÛन चरण (Various steps of Research) 
शोध ĤͩĐया के ͪवͧभÛन चरणɉ के अÛतग[त ͩकसी शोध काय[ को सàपÛन करने के 
ͧलए उÛहɅ Đमबƨ तरȣके से सिàमͧलत ͩकया जाता है । जैसे– 
(1) समèया का Ǔनधा[रण; 
(2) साǑह×य सवȶ¢ण; 
(3) पǐरकãपना का Ǔनमा[ण; 
(4) अनसुÛधान–अͧभकãप तैयार करना; 
(5) समकंɉ का संĒहण एव ंसàपादन; 
(6) ĤǓतदश[ अͧभकãप का Ǔनधा[रण; 
(7) समकंɉ का वगȸकरण एव ंͪवæलेषण; 
(8) पǐरकãपना परȣ¢ण; 
(9) सामाÛयीकरण व Ǔनव[चन तथा 
(10) शोध कथासार (Synopsis) तैयार करना ।  
यहा ँपर उÈत चरणɉ को संͯ¢Üत मɅ समझाया जा रहा है । 

(1) समèया का Ǔनधा[रण (Formulation of Problem)– समèत व£ैाǓनक शोध समèया 
के Ǔनधा[रण से आरàभ होत ेहɇ सव[Ĥथम ͩकसी कǑठनाई का अनभुव ͩकया जाता है । 
िजससे समèया कȧ पहचान होती है । इसके बाद समèया का Ǔनधा[रण होता है । यह 
एक कǑठन काय[ है लेͩकन ͩकसी भी शोधकता[ को इस चुनौती को सव[Ĥथम èवीकार 
करना पड़ता है। समèयाएँ तीन Ĥकार कȧ हो सकती हɇ– (i) आनभुͪवक समèयाएँ 
(Empirical Problem); (ii) ͪवæलेषणा×मक समèयाएँ (Analytical Problem); 
(iii) मानवीय समèयाएँ (Normative Problem); आनभुाͪवक समèयाओं के समाधान 
तØया×मक अनभुव के आधार पर ढँूढे जाते हɇ । ͪवæलेषणा×मक समèयाएँ अवधारणाओं 
से सàबिÛधत होती हɇ जबͩक मानवीय समèयाएँ मूãयांकन Ǔनण[यɉ पर Ǔनभ[र होती हɇ । 
मानवीय समèयाओं के दो Ǿप हो सकत ेहɇ– एक मूãयांकना×मक – उदाहरण के ͧलए 
भारत मɅ चाय उɮयोग का èतर Įेçठ है, तथा दो Ǔनदȶशा×मक– उदाहरण के ͧलए इèपात 
उɮयोग कȧ उ×पादकता बढ़नी चाǑहए । 

(2) साǑह×य सवȶ¢ण (Survey of Literature) समèया का Ǔनधा[रण होने के पæचात ्
एक शोधकता[ को समèया से सàबिÛधत ͪवषय पर उपलÞध ͪवषय सामĒी तथा 
पèुतकɉ, पǒğकाओं, ĤǓतवेदनɉ तथा अÛय पाɫय–सामĒी का गहन अÚययन करना 
चाǑहए । इसी Ĥकार यǑद इस ͪवषय से सàबिÛधत कोई शोध Ĥकाͧशत अथवा 
अĤकाͧशत हो तो उनका भी ͪवषɮ अÚययन करना चाǑहए । इसके ǒबना शोधकता[ 
अपने उƧेæय मɅ सफल नहȣ ंहो पाएगा । आजकल इÛटरनेट कȧ सुͪवधाएँ भी हर जगह 
पर उपलÞध है िजनकȧ सहायता से देश तथा ͪवदेश मɅ अÚययन ͪवषय से सàबिÛधत 
पया[Üत साǑह×य उपलÞध है । अत: शोधकता[ को इसकȧ अͬधक सहायता लेकर उÍच 
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कोǑट का अÚययन करके सàबिÛधत ͪवषय सामĒी को अपने शोध मɅ सिàमͧलत कर 
उसे उपयोगी बनाना चाǑहए । 

(3) पǐरकãपना का Ǔनमा[ण (Formulation of Hypotheses)– व£ैाǓनक अÚययन मɅ 
पǐरकãपनाओं का Ǔनमा[ण बहु त आवæयक है । पǐरकãपना को Ĥाकãपना, पवू[–कãपना, 
उपकãपना आǑद नामɉ से भी जाना जाता है । यह एक काम सामाÛयीकरण है िजसकȧ 
शोध के दौरान जाँच कȧ जाती है । यह स×य भी ͧसƨ हो सकती है अथवा अस×य भी 
ͧसƨ हो सकती है । गडुे एव ंहाट के शÞदɉ मɅ ''पǐरकãपना ऐसी माÛयता है िजसका 
परȣ¢ण करने के ͧलए Ĥयोगा×मक जाचँ कȧ जाती है ।” बोगाड[स के अनसुार, “परȣͯ¢त 
ͩकये जाने वाले Ĥèतावɉ को पǐरकãपना कहा जाता है ।” वेबèटस[ Ûय ूइÛटरनेशनल 
ͫडÈशनरȣ आफ इंिÊलश लɇÊवेज के अनसुार, “पǐरकãपना एक ͪवचार, दशा या ͧसƨाÛत 
होती है, जो सàभवत: ǒबना ͩकसी ͪवæवास के èवीकार कर लȣ जाती है िजससे ͩक 
उसके ताͩक[ क पǐरणाम Ǔनकाले जा सकɅ  और £ात या Ǔनधा[ǐरत ͩकए जाने वाले तØयɉ 
कȧ सहायता से इस ͪवचार कȧ स×यता कȧ जाँच कȧ जा सके ।” इस Ĥकार 
ता×काͧलक सामाÛयीकरण अथवा Ǔनçकष[ को पǐरकãपना कहत ेहɇ । इसकȧ आरिàभक 
अवèथा मे यह कãपना, अनमुान अथवा अÛत: Ĥेरणा हो सकती है लेͩकन अÛतत: यह 
शोध कȧ आधारͧशला है । एक पǐरकãपना èपçट, सरल, उपलÞध तकनीक से 
सàबिÛधत अनभुव ͧसƨ, वèतुǓनçठ तथा ͪवषय के Ǔनधा[ǐरत ͧसƨाÛतɉ के अनǾुप होनी 
चाǑहए । 

(4) अनसुÛधान अͧभकãप तैयार करना (Preparation of Research Design)– शोध 
काय[ करने कȧ योजना या शोध ĤͩĐया कȧ Ǿप रेखा को हȣ अनसुÛधान अͧभकãप 
अथवा शोध संरचना कहत ेहै । एफ. एन. कͧलजंर के शÞदɉ मɅ अनसुÛधान अͧभकãप 
अÛवेषण कȧ योजना संरचना एव ंरणनीǓत है िजसकȧ रचना इस Ĥकार कȧ जाती है ͩक 
शोध Ĥæनɉ के उ×तर ĤाÜत हो सकɅ  तथा Ĥसारण को ǓनयिÛğत ͩकया जा सके । यह 
एक ऐसी सàपणू[ Ǿपरेखा है िजसमɅ वे सभी बातɅ होती हɇ जो एक शोधकता[ 
पǐरकãपनाओं के Ǔनमा[ण से लेकर समकंɉ के अिÛतम ͪवæलेषण तक करता है।  
अनसुÛधान अͧभकãप मɅ शोध का ͪवषय, अÚययन कȧ ĤकृǓत, ͪवषय का पǐरचय, 
उƧेæय, अवधारणाओं, चरɉ एव ंपǐरकãपनाओं का ͪववरण, समयावͬध, समंक एकğीकरण 
का आधार व Ĥͪवͬधया,ँ वगȸकरण, सारणीयन, ͪवæलेषण तथा Ǔनव[चन तकनीकɉ का 
ͪववरण, शोध सीमाएँ तथा सÛदभ[ ĒÛथɉ कȧ सूची आǑद ͪवषयवèत ुसिàमͧलत होती है 
। एक अनसुÛधान अͧभकãप लचीला होना चाǑहए िजससे उसे आवæयकतानसुार 
संशोͬधत एव ंपǐरवǓत[त ͩकया जा सके Èयɉͩक एक अनसुÛधान अͧभकãप को Ĥभाͪवत 
करने वाले घटक िजनके कारण एक अनसुधंान अͧभकãप मɅ पǐरवत[न आवæयक हो 
जात ेहɇ, इस Ĥकार हɇ – जैसे समंकɉ कȧ अपया[Üतता, समयाभाव, साधनɉ कȧ उपलÞधता, 
अनसुÛधानकता[ कȧ योÊयता तथा असामाÛय कारक जैसे आͬथ[क, राजनǓैतक तथा 
ĤाकृǓतक घटनाएँ । 
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5. समकं संĒहण एव ंसàपादन (Collection and Editing of Data)– समंक संĒहण एव ं
सàपादन अनसुÛधान अͧभकãप मɅ उिãलͨखत मह×वपणू[ कदम हɇ । एक शोधकता[ को यह 
Ǔनण[य करना होता है ͩक उसके ɮवारा Ĥयोग ͩकए जाने वाले समंकɉ कȧ ĤकृǓत तथा İोत 
Èया हɉगे । संकͧलत समंकɉ को सàपाǑदत करने कȧ कौन सी रȣǓत का Ĥयोग ͩकया जाएगा 
। समंकɉ के दो Ĥकार के İोत होते हɇ–Ĥाथͧमक तथा ɮͪवतीयक । Ĥाथͧमक समंकɉ का 
Ĥयोग ͩकया जाए या ɮͪवतीयक समंकɉ का Ĥयोग ͩकया जाए, यह अÚययन कȧ ĤकृǓत पर 
Ǔनभ[र करता है । समंक संĒहण के ͧलए Ĥæनावलȣ, सा¢ा×कार, अनसुचूी अथवा पğ–
पǒğकाओं आǑद का Ĥयोग ͩकया जा सकता है । समकंɉ का संĒहण करने के पæचात उनका 
संͯ¢Üतीकरण करना होता है । इसके अÛतग[त अनावæयक समकंɉ कȧ छँटनी कर दȣ जाती 
है तथा उनमɅ से आवæयक समकंɉ को हȣ सारͨणयɉ मɅ åयविèथत ͩकया जाता है । अत: 
सारणीयन से पवू[ हȣ समंकɉ का शुͪƨकरण अथवा सàपादन ͩकया जाना आवæयक ताͩक 
संĒǑहत समकं संĒहणकता[ के पवूा[Ēह से Ēͧसत न रहɅ । 

6. ĤǓतदश[ अͧभकãप का Ǔनधा[रण (Determining Sample Size)– एक अनसुÛधानकता[ 
के ͧलए यह सàभव नहȣ ंहोता ͩक िजस ͪवषय से सàबिÛधत शोध अÚययन ͩकया जा रहा 
है उसकȧ शत ĤǓतशत इकाइयɉ का संĒहण एव ͪवæलेषण कर सके । जब एक ͪवषय से 
सàबिÛधत सभी इकाइयɉ का अÚययन ͩकया जाता है तो इसे संगणना ͪवͬध (Census 
Method) कहत ेहɇ। यɮयͪप संगणना ͪवͬध मɅ शुƨता अपे¢ाकृत अͬधक होती है तथाͪप 
समय तथा धन कȧ अपया[Üतता के कारण एक शोधकता[ के ͧलए संगणना ͪवͬध 
अåयावहाǐरक है । यहȣ कारण है ͩक एक शोधकता[ अÚययन के ͧलए ĤǓतदश[ ͪवͬध का 
सहारा लेता है । इसे हेत ुएक शोधकता[ को ĤǓतदश[ का चनुाव करना होता है िजसे ĤǓतदश[ 
अͧभकãप का Ǔनधा[रण भी कहत ेहɇ । जयपरु शहर कȧ गरȣबी रेखा से नीचे जीवनयापन 
करने वाले हजारɉ åयिÈतयɉ कȧ आवास िèथǓत का अÚययन करत े समय 500 ऐसे 
åयिÈतयɉ का चुनाव कर अÚययन करना ĤǓतदश[ अͧभकãप का एक उदाहरण है । 

7. समकंɉ का वगȸकरण एव ं ͪवæलेषण (Classification and Analysis of Data)– 
समकंɉ के संĒहण के पæचात ्एक शोधकता[ को समंकɉ का वगȸकरण करना होता है । इसके 
पæचात ्वगȸकृत समकंɉ को पिंÈतयɉ तथा èतàभɉ मɅ रख सारͨणयɉ के Ǿप मɅ Ĥèतुत करना 
होता है । इनके आधार पर Ēाफ तथा चाट[ बनाए जाते हɇ तथा समकंɉ का ͪवͧभÛन 
सांिÉयकȧय तकनीकɉ के आधार पर ͪवæलेषण ͩकया जाता है । ͪवæलेषण के ͧलए केÛġȣय 
Ĥविृ×तयɉ कȧ माप,अपͩकरण कȧ माप, ͪवषमता कȧ माप, सह–सàबÛध ͪवæलेषण, Ĥतीपगमन 
ͪवæलेषण, काल Įेणी का ͪवæलेषण, ͪवचरण ͪवæलेषण, काई–वग[ परȣ¢ण, F परȣ¢ण, 
अनपुात ͪवæलेषण, Ĥविृ×त अनपुात इ×याǑद तकनीकɉ का Ĥयोग ͩकया जाता है । 

8. पǐरकãपना परȣ¢ण (Hypothesis Testing)– समंकɉ के ͪवæलेषण के आधार पर एक 
अÚययनकता[ ɮवारा शोध ͪवषय से सàबिÛधत Ǔनधा[ǐरत पǐरकãपनाओं का परȣ¢ण ͩकया 
जाता है। या तो पǐरकãपना èवीकृत हो जाती है अथवा उसे अèवीकृत कर Ǒदया जाता है । 
åयावसाǓयक शोध मɅ ͩकसी Ǔनिæचत परȣ¢ण के ͧलए एक से अͬधक पǐरकãपनाओं का 
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Ǔनमा[ण ͩकया जाता है, अत: यǑद एक पǐरकãपना अèवीकृत होती है तो तØय सàबÛधी 
वकैिãपक पǐरकãपना èवीकार कर लȣ जाती है । शूÛय पǐरकãपना (Ho) मɅ िजस Ĥाचल 
का दावा ͩकया गया है उसे ĤǓतदश[ज के आधार पर èवीकार ͩकया जाता है । इसके 
ͪवपरȣत यǑद ĤǓतदश[ज ɮवारा Ĥाचल के प¢ मɅ गवाहȣ नहȣ ंदȣ जाती तो शूÛय पǐरकãपना 
को अèवीकृत करने के साथ हȣ वकैिãपक पǐरकãपना (h1) को èवीकार कर ͧलया जाता है। 
वकैिãपक पǐरकãपना èवीकृǓत का ता×पय[ Ĥाचल तथा ĤǓतदश[ज मɅ साथ[क अÛतर होना 
होता है । वकैिãपक पǐरकãपना के आधार पर एक बाहु परȣ¢ण (One Tail Test) अथवा 
ɮͪवबाहु परȣ¢ण (Two Tail Test) के बारे मɅ पता चलता है । पǐरकãपना परȣ¢ण करत े
समय साथ[कता èतर तथा Ǔनदश[न बटंन के ĤाǾप का Ǔनधा[रण भी दȣ गई माÛयताओं के 
अनǾुप करना आवæयक है । 

9. सामाÛयीकरण तथा Ǔनव[चन (Generalisation and Interpretation)– शोध का यह 
एक मह×वपणू[ चरण है Èयɉͩक ͩकसी अनसुÛधान कȧ उपादेयता उसके ɮवारा ĤाÜत Ǔनçकषɟ 
मɅ ǓनǑहत है । ĤǓतदश[ का चुनाव करत ेसमय एक शोधकता[ Ǔनगमन तक[  (Deductive 
Logic) का Ĥयोग करता है िजसमɅ एक बहु त बड़ ेसमूह मɅ से एक छोटे समूह का चुनाव 
ͩकया जाता है तथा ऐसी माÛयता रहȣ है ͩक सदैव Ǔनदश[ पर आधाǐरत इस छोटे समहू मɅ 
वे सभी ͪवशेषताएँ ͪवɮयमान हɇ जो एक बड़ ेसमूह मɅ है । लेͩकन ͩकसी भी अÚययनकता[ 
का ͪवषय ¢ेğ छोटा समूह नहȣ ं होता बिãक सदैव बड़ े समहू के सàबÛध मɅ Ǔनçकष[ 
Ǔनकालना अÚययन का उƧेæय होता है । पǐरकãपना परȣ¢ण के आधार पर आगमन तक[  
(Inductive logic) के आधार पर ͪवͧशçट (Specific) से सामाÛय (General) के बारे 
मɅ Ǔनçकष[ Ǔनकाले जात ेहɇ । इसे सामाÛयीकरण कहत ेहɇ । उदाहरण के ͧलए, अजमेर शहर 
मɅ 100 मɅ से 98 åयिÈत ईमानदार पाये जाने पर यह Ǔनçकष[ होगा ͩक अजमेर के 
Ǔनवासी ईमानदार हɇ; अत: यहȣ सामाÛयीकरण कहलाएगा । वाèतव मɅ Ǔनव[चन का काय[ 
बहु त सावधानीपवू[क ͩकया जाना चाǑहए, Èयɉͩक कभी–कभी समकंɉ के प¢पातपणू[ चुनाव 
तथा ĤǓतदश[ कȧ अपया[Üतता के कारण ħामक Ǔनçकष[ भी Ǔनकल सकत े हɇ । उपयु [Èत 
उदाहरण मɅ यǑद 100 åयिÈतयɉ का चुनाव केवल अजमेर ͪवæवͪवɮयालय के कम[चाǐरयɉ मɅ 
से ͩकया गया हो तो यह ĤǓतदश[ सàपणू[ अजमेर नगर के Ǔनवाͧसयɉ का ĤǓतǓनͬध×व नहȣ ं
कर पाएगा; अत: पǐरणाम ħामक ͧसƨ हो सकत ेहɇ । 

10. शोध कथासार तैयार करना (Preparation of Research Synopsis)– शोध कथासार 
शोध ͪवषय से सàबिÛधत समèया का समाधान तथा उनसे ĤाÜत पǐरणाम èपçट एव ंसरल 
भाषा मɅ Ĥèतुत करने का सवȾ×तम माÚयम है । यह शोध कथासार शोधकता[ ɮवारा तैयार 
ͩकया जाता है । गडुे व हाट के शÞदɉ मɅ, ''शोध कथासार ͧलखना शोध का अिÛतम चरण 
है और इसका उƧेæय इÍछा रखने वाले पाठक तक शोध पǐरणाम पहु ँचाना है ।'' इसे पढ़कर 
पाठक न केवल तØय समझ सके बिãक èवय ंशोध Ǔनçकषɟ कȧ Ĥामाͨणकता कȧ जाँच करने 
योÊय हो सके ।  
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1.6 सारांश (Summary) 
सं¢ेप मɅ शोध का अथ[ होता है ͩकसी भी नवीन £ान कȧ ĤािÜत के ͧलए ͩकया गया 
åयविèथत Ĥयास । ͩकसी भी तØय कȧ जानकारȣ, समèया के समाधान/वकैिãपक 
समाधान ͪवͧभÛन घटनाओं के आपसी सàबÛध, ͧसƨाÛतɉ का नवीनीकरण आǑद के 
ͧलए शोध कȧ जाती है । शोध एक व£ैाǓनक योजना है िजसका उƧेæय तØयɉ कȧ 
Đमबƨता तथा उनके सàबÛधɉ का ͪवæलेषण कर Ǔनयमɉ का ĤǓतपादन करना होता है 
। åयावसाǓयक शोध के सैƨािÛतक उƧेæय मɅ परुाने तØयɉ का स×यापन, नये तØयɉ कȧ 
खोज नये ͧसƨाÛतɉ का Ǔनमा[ण व परȣ¢ण करना आǑद शाͧमल होते हɇ । अथ[ åयवèथा 
को समझने के ͧलए एव ंआͬथ[क घटनाओU के Ĥभाव को समझने तथा आͬथ[क नीǓतयɉ 
को आधार Ĥदान करने जैसे åयावहाǐरक उƧेæयɉ के ͧलए भी शोध कȧ जाती है । इसके 
साथ हȣ åयावसाǓयक शोध åयिÈतगत जǾरतɉ के ͧलए भी कȧ जाती है । अलग–अलग 
उƧेæय के ͧलए अलग–अलग Ĥकार कȧ åयावसाǓयक शोध कȧ जाती है । 
शोध एक åयविèथत अÚययन है,िजसमɅ Đमबƨ तरȣके से अÚययन ͩकया जाता है । 
सव[Ĥथम समèया का Ǔनधा[रण ͩकया जाता है ͩफर ͪवषय सàबÛधी उपलिåय साǑह×य 
का गहन अÚययन ͩकया जाता है । ͪवषय के Ǔनधा[ǐरत ͧसƨाÛतɉ के अनǾुप 
पǐरकãपनाओं का Ǔनमा[ण ͩकया जाता है उसके बाद शोध का काय[ करने कȧ योजना 
बनाई जाती है । शोधकता[ यह Ǔनण[य करता है ͩक उसके ɮवारा Ĥयोग ͩकये जाने वाले 
समकंɉ कȧ ĤकृǓत तथा İोत Èया होगɅ? संकͧलत समकंɉ को सàपाǑदत करने कȧ कौन 
सी रȣǓत का Ĥयोग ͩकया जायेगा । शत–ĤǓतशत इकाइयɉ के समकं एकǒğत करना 
संभव नहȣ ंहै अत: ĤǓतदश[ ͪवͬध का चुनाव ͩकया जाता है । समकंɉ का वगȸकरण व 
सारणीयन कर पǐरकãपना का परȣ¢ण ͩकया जाता है । शोध मɅ Ǔनव[चन का चरण 
अǓत–मह×वपणू[ होता है िजसमɅ Ǔनçकषɟ के आधार पर सामाÛयीकरण ͩकया जाता है । 
अÛत मɅ, ͪवषय से सàबिÛधत समèया, समèया का समाधान तथा उनसे ĤाÜत 
पǐरणाम èपçट व सरल भाषा मɅ शोध कथासार के ǽप मɅ Ĥèतुत ͩकए जात ेहɇ ।  

1.7 èवपरख Ĥæन  
लघउु×तरा×मक Ĥæन 

1. शोध के मुÉय सैƨािÛतक उƧेæय बताइये । 
2. गणुा×मक व पǐरमाणा×मक शोध मɅ अÛतर बताइये । 
3. शोध के ͪवͧभÛन चरण कौन–कौन से है? 
4. पǐरकãपनाओं के Ĥकार कौन से हɇ? 
5. शूÛय पǐरकãपना कथन Èया है? 

ͪववरणा×मक Ĥæन 
1. शोध कȧ पǐरभाषा दȣिजए तथा शोध के उƧेæय बताइये । 
2. शोध के ͪवͧभÛन Ĥकार ͪवèतार से समझाइये । 
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3. åयावसाǓयक शोध कȧ Ĥमुख ͪवशेषताएं Èया है? 
4. शोध के चरण Đमानसुार उãलेͨखत करɅ । 
5. पǐरकãपना का मह×व व सीमाऐं Èया हɇ? पǐरकãपना सàबÛधी ͪवͧभÛन Ĥकार के 

कथन èपçट कȧिजए। 
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इकाई–2 : शोध Ĥͪवͬध (Research Methodology) 
इकाई कȧ Ǿपरेखा : 
2.1 उƧेæय 
2.2 Ĥèतावना  
2.3 अथ[ 
2.4 शोध Ĥͪवͬध के Ĥमुख चरण 
2.5 शोध समंकɉ के Ĥकार 
2.6 सांिÉयकȧय ͪवæलेषण कȧ Ĥाͪवͬधया ँ
2.6 साराशं 
2.7 èव–परख Ĥæन  

2.1 उƧेæय (Objects)  
इस इकाई के अÚययन से आप Ǔनàन तØयɉ से अवगत हो पायɅगे । 

 शोध Ĥͪवͬध का अथ[ । 
 शोध Ĥͪवͬध के Ĥमुख चरण । 
 एक अÍछȤ शोध Ĥͪवͬध के गणु । 
 Ĥæनावलȣ व अनसुचूी का अथ[ 
 Ĥæनावलȣ व अनसुचूी मɅ अÛतर । 

2.2 Ĥèतावना (Introduction) 
शोध एक ऐसी ĤͩĐया है िजसमɅ नतून £ान कȧ ĤािÜत तथा उपलÞध £ान कȧ åयाÉया 
कȧ जाती है । शोध के अÛतग[त ͩकसी एक Ǔनिæचत समèया का वèतुपरक तथा 
Đमबƨ तरȣके से समाधान Ǔनकालने का Ĥयास ͩकया जाता है । शोध कȧ ĤकृǓत 
व£ैाǓनक है, िजसकȧ पƨǓतया ँतक[  व Ĥयोग पर आधाǐरत होती हɇ । तØयɉ कȧ खोज के 
ͧलए शोधकता[ शोध Ĥͪवͬध का Ǔनमा[ण अपने ͪवषय से सàबिÛधत बातɉ को Úयान मɅ 
रखकर करता है।  

2.3 अथ[ (Meaning) 
शोध समèया का åयविèथत तथा Đमबƨ Ǔनधा[रण करने का तरȣका शोध Ĥͪवͬध है । 
शोध Ĥͪवͬध एक ͪव£ान है िजसमɅ समèया का Ǔनधा[रण व£ैाǓनक तरȣके से ͩकया 
जाता है । शोध Ĥͪवͬध शोध ͪवषय से सàबिÛधत समèया, समèया का समाधान तथा 
उससे ĤाÜत पǐरणाम èपçट एव ंसरल भाषा मɅ Ĥèतुत करने का सवȾ×तम माÚयम है । 
इसमɅ शोधकता[ ɮवारा समèया के समाधान हेत ुताͩक[ क तरȣके से शोध के ͪवͧभÛन 
चरणɉ का अÚययन ͩकया जाता है । शोध Ĥͪवͬध मɅ सामĒी के İोत, उनकȧ 
Ĥामाͨणकता, ĤǓतदश[ पƨǓत, ĤǓतदश[ का आकार और उसका चयन,चरɉ कȧ 
पǐरभाषा,पǐरकãपना आǑद सिàमͧलत होते हɇ । 
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शोध के ɮवारा अनेक मह×वपणू[ समèयाओं के समाधान और नीǓतयɉ के Ǔनमा[ण मɅ 
सहायता ͧमलती है इन ͪवͧभÛन Ĥकार कȧ समèयाओं का अÚययन आधुǓनक यगु मɅ 
सांिÉयकȧ के माÚयम से ͩकया जाता है । िजसके ͧलए यह आवæयक है ͩक शोध करने 
से पहले एक सुǓनयोिजत योजना बनाई जाये तथा उसके अनǾुप काय[ ͩकया जाये । 
शोध Ĥͪवͬध मɅ एक शोध कता[ ɮवारा Ǔनिæचत उƧेæयɉ के साथ उठाये गये ͪवͧभÛन 
Đमवार चरणɉ का समावेश ͩकया जाता है । Ĥारàभ मɅ हȣ शोधकता[ को यह Ǔनिæचत 
करना चाǑहए ͩक उसे ͩकस Ĥकार कȧ समèया का अÚययन करना है इसके बाद यह 
आवæयक है ͩक शोधकता[ शोध समèया से सàबिÛधत साǑह×य का åयापक Ǿप से 
अÚययन करे । साǑह×य के åयापक अÚययन के पæचात शोधकता[ को यह सुǓनिæचत 
करना चाǑहए ͩक उसे Èया–Èया सूचनायɅ एकǒğत करनी है तथा इन सूचनाओं को ͩकन 
İोतɉ ɮवारा एकǒğत ͩकया जाना है । 
समकं एकǒğत करत ेसमय शोधकता[ को चाǑहए ͩक वह सहȣ सांिÉयकȧय इकाई का 
चुनाव करे । एक सहȣ सांिÉयकȧय इकाई वह है जो अनसुधंान समèया के अनकूुल हो, 
èवय ंमɅ èपçट हो Ǔनिæचत हो, समǾप हो, व Ĥामाͨणत हो । शोधकाय[ पर और आगे 
बढ़ने से पवू[ शोधकता[ को चाǑहए ͩक वह अपनी शोध समèया हेत ु काय[कारȣ 
पǐरकãपना का Ǔनधा[रण कर ले, पǐरकãपना Ǔनिæचत, èपçट एव ंशोध समèया से मेल 
खाती होनी चाǑहए । 

2.4 शोध Ĥͪवͬध के Ĥमुख चरण (Main Steps of Research 
Methodology) 
ͩकसी भी काय[ को Ĥारàभ करने से पवू[ योजना बना लेने से सरलता और èपçटता 
तथा उƧेæयपरकता आती है । इसी Ĥकार शोध काय[ शुǾ करने से पहले एक Ǔनिæचत 
योजना बनाना सदैव Ǒहतकर होती है । शोध Ĥͪवͬध मɅ एक शोधकता[ ɮवारा ͪवͧभÛन 
चरणɉ का Đम Ǔनिæचत कर ͧलया जाता है ताͩक शोध के उƧेæयɉ को ĤाÜत करने मɅ 
सरलता हो । शोध ĤͩĐया के Ĥमुख चरण Ǔनàनͧलͨखत हɇ : 

1. शोध समèया का चुनाव करना (Selection of Research Problem) : जब ͩकसी 
शोध कȧ योजना बनायी जाए तो यह आवæयक है ͩक उस समèया का चुनाव ͩकया 
जाए िजसके सàबÛध मɅ शोध करना है । शोध समèया न तो अͬधक संकुͬचत होनी 
चाǑहए एव ंन हȣ अͬधक åयापक । शोध के ͧलए चयǓनत समèया को èपçट Ǿप से 
पǐरभाͪषत ͩकया जाना चाǑहए ताͩक असंÉय समंकɉ मɅ से ͧसफ[  आवæयक समंकɉ का 
चयन ͩकया जा सके । शोध ͪवषय के चुनाव के ͧलए Ǔनàन बातɉ का Úयान रखना 
चाǑहए ।  
(i) शोध का ͪवषय शोधकता[ कȧ Ǿͬच का होना चाǑहए । ͪवषय मɅ गहरȣ Ǿͬच होने से 

अनसुंधानकता[ अͬधक लगन व पǐरĮम से काय[ कर सकेगा तथा शोधकता[ ͪवषय 
कȧ गहराई तक भी पहु ँच सकेगा । अपनी Ǿͬच का शोध ͪवषय होने पर शोधकता[ 
Ĥ×येक कǑठनाई को गहन पǐरĮम से हल करने मɅ स¢म होगा । 
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(ii) शोध का ͪवषय ऐसा होना चाǑहए िजसके सàबÛध मɅ थोड़ा–बहु त पवू[ £ान हो । पवू[ 
£ान सवȶ¢ण को सुǓनिæचत ढंग से ǓनǾपण करने से Įेçठ पǐरणाम ĤाÜत होत ेहै 
। इसके ͪवपरȣत एकदम नवीन तथा असàबƨ ͪवषय पर सहȣ ͪवचार होना कǑठन 
हो जाता है । 

(iii) शोध ͪवषय पर साधन–सीमा के अÛतग[त होना भी आवæयक है अÛयथा शोध 
अथ[हȣन हो जाती है । शोध ͪवषय इतना ͪवèततृ न हो ͩक उसका सवȶ¢ण यथाथ[ 
Ǿप से सàभव न हो सके ।  

(iv) शोध ͪवषय का चुनाव करने से पहले यह देख लेना चाǑहए ͩक उस ͪवषय के 
सàबÛध मɅ सवȶ¢ण होने पर £ान वृͪ ƨ के साथ–साथ åयावहाǐरक उƧेæय कȧ पǓूत[ 
कहा ँतक हो सकेगी । 

शोध समèया के चयन के समय हȣ शोध का उƧेæय Ǔनिæचत ͩकया जाता है । शोध के 
ͧलए ͪवषय का चुनाव और उƧेæय Ǔनधा[रण हो जाने के पæचात ्यह आवæयक है ͩक 
ͪवषय के ͪवͧभÛन प¢ɉ को, जहा ँतक सàभव हो èपçटत: पǐरभाͪषत व पǐरसीͧमत कर 
ͧलया जाए । ऐसा करने से सवȶ¢ण काय[ मɅ भटक जाने कȧ सàभावना कम हो जाती है 
और सवȶ¢ण के Ǔनçकषɟ को यथाथ[ मɅ अपनाने कȧ सàभावना अͬधक हो जाती है । 

2. गहन साǑह×य सवȶ¢ण:– 
जब शोध समèया का चयन कर ͧलया जाए तब यह आवæयक है ͩक शोधकता[ शोध 
समèया से सàबिÛधत साǑह×य का åयापक अÚययन करे । सभी पğ–पǒğकाओं िजसमɅ 
शोध समèयाओं के सÛदभ[ व सार छपत ेहɇ तथा सभी Ĥकाͧशत एव ंअĤकाͧशत संदभ[ 
साǑह×य का अÚययन करना चाǑहए । शोध मɅ सफलता के ͧलए यह अǓनवाय[ है ͩक 
शोध कȧ एक संͯ¢Üत Ǿप रेखा तैयार कर लȣ जाए । इसͧलए उन सभी छाğɉ के ͧलए 
जो शोध ĒÛथ ͧलखना चाहत ेहɇ आवæयक होता है ͩक वे शोध ͪवषय से सàबिÛधत 
कथासार (Synopsis) अनमुोदन हेत ुपेश करɅ । 
शोध सàबÛधी साǑह×य के गहन अÚययन के ɮवारा हȣ एक İोत से दसूरे İोत का पता 
चलता है। साǑह×य के åयापक अÚययन के पæचात ्शोधकता[ यह Ǔनिæचत करता है उसे 
कौन सी सूचनायɅ एकǒğत करनी हɇ और इन सूचनाओं को ͩकन İोतɉ ɮवारा एकǒğत 
ͩकया जाना है । सचूना के İोत Ĥाथͧमक हो सकत ेहɇ अथवा ɮͪवतीयक । Ĥाथͧमक 
İोतɉ से सचूना एकǒğत करने के ͧलए शोधकता[ को नवीन Ĥकार से योजना बनाकर 
मौͧलक सूचना का संĒहण करना होता है । ɮͪवतीयक सूचनाओं के एकğीकरण के ͧलए 
शोधकता[ अÛय शोधकता[ओं, åयिÈतयɉ अथवा संèथाओं ɮवारा एकǒğत कȧ गई सामĒी 
व समकंɉ तथा ͪवͧभÛन पğ–पǒğकाओं मɅ Ĥकाͧशत सूचनाओं का उपयोग कर सकता है 
। 

3. काय[कारȣ पǐरकãपना का Ǔनमा[ण (Construction of working hypothesis): – 
शोध Ĥͪवͬध के अÛतग[त शोध समèया हेत ुकाय[कारȣ पǐरकãपना का Ǔनधा[रण भी ͩकया 
जाता है। पǐरकãपना अÚययन को Ǒदशा Ĥदान करती है । पǐरणामèवǾप अनसुंधानकता[ 
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को यह पता चल जाता है ͩक उसे Èया और ͩकतना अÚययन करना है ͩकन समंकɉ 
को एकǒğत करना है और कौन से समंक काम के नहȣ ंहɇ । 

4. शोध अͧभकãप का Ǔनमा[ण करना (Construction of research design) :– 
शोध समèया के चयन तथा पǐरकãपना के Ǔनधा[रण के बाद शोधकता[ अपनी शोध 
समèया से सàबिÛधत शोधकाय[ को करने कȧ योजना तैयार करता है । शोध समèया 
के समाधान तथा शोध के उƧेæय को Úयान मɅ रखत ेहु ए अͧभकãप कȧ रचना कȧ जाती 
है । शोध अͧभकãप (Research Design) मɅ Ǔनàन बातɉ का Úयान रखा जाता है: 

i. शोध अÚययन कȧ ĤकृǓत; 
ii. आवæयक सामĒी व संमकɉ को एकǒğत करने के İोतɉ कȧ सूची बनाना; 
iii. Ĥæनावलȣ व अनसुचूी बनाना; 
iv. शोध सहायकɉ कȧ आवæयकता; 
v. समकंɉ के सàपादन वगȸकरण व Ǔनव[चन कȧ तकनीकɉ को तय करना; 
vi. सÛदभ[ ĒÛथɉ कȧ सचूी बनाना; 
vii. शोध मɅ लगने वाला अनमुाǓनत समय; तथा 
viii. शोध कȧ अनमुाǓनत लागत । 
उपयु [Èत तØयɉ के अनसुार शोध का अͧभकãप बनाया जाता है, िजसमɅ पǐरिèथǓतयɉ के 
अनसुार पǐरवत[न भी ͩकया जाता है । सारांशत: अͧभकãप शोध के ͧलए Ǿप रेखा 
(blue print) के समान है । 

5. समकंɉ का संĒहण (Collection of Data) :– 
समकं संĒहण का अथ[ है वांǓछत तØयɉ को एकǒğत करना । यǑद ये समकं पǒğकाओं 
या पèुतकɉ मɅ Ĥकाͧशत हɇ तो उÛहɅ एकǒğत कर एक èथान पर रखना और यǑद वे 
पहले से कहȣ ंउपलÞध नहȣ ंहɇ तो उÛहɅ नये ͧसरे से ĤाÜत करना हȣ समंकɉ का संĒहण 
कहलाता है। संĒǑहत समकंɉ पर हȣ समकंɉ का ͪवæलेषण एव ंǓनव[चन Ǔनभ[र करता है । 
यǑद संĒǑहत समंक अशुƨ एव ंअपया[Üत हɉगे तो उनके आधार पर Ǔनकाले जाने वाले 
Ǔनçकष[ भी ħमा×मक एव ंअशुƨ हɉगे । समकंɉ का संकलन शोध का एक मह×वपणू[ 
चरण है । एक सांिÉयक ɮवारा अनसुंधान कȧ योजना बनाने के पæचात समंकɉ के 
संकलन का काय[ ͩकया जाता है । 
समकं संकलन के ͧलए ͩकस ͪवͬध का उपयोग ͩकया जाये यह Ǔनभ[र करता है ͩक 
शोधकता[ को ͩकस Ĥकार कȧ सामĒी संकͧलत करनी है तथा उसका काय[ ¢ेğ ͩकस 
Ĥकार का होगा । एक शोधकता[ जब समèया का चयन, पǐरकãपनाओं का Ǔनमा[ण तथा 
अͧभकãप का Ǿपांकन कर चुकता है तब उसका Ĥायोͬगक काय[ (field work)शुǾ होता 
है। इसकȧ सबसे बड़ी चुनौती सहȣ एव ंसàपणू[ तØयɉ एव ंमूल समकंɉ का संकलन है । 
यह सामĒी अÚययन के ͪवषय से सàबिÛधत होनी चाǑहए तथा कम से कम समय धन 
और मानव शिÈत खच[ करके एकǒğत कȧ जानी चाǑहए।  
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2.5 शोध समंकɉ के Ĥकार (Type of Data)  
(1) Ĥाथͧमक समंक (Primary data) 
(2) ɮͪवतीयक समंक (Secondary data) 

(1) Ĥाथͧमक समकं––जो समकं अपने मौͧलक Ǿप मɅ होत ेहɇ वे Ĥाथͧमक समंक कहलात ेहɇ। 
इन समकंɉ को शोधकता[ ɮवारा पहलȣ बार आरàभ से अÛत तक नये ͧसरे से एकǒğत 
ͩकया जाता है । इस Ĥकार के समंक ͩकसी पğ–पǒğकाओं या पèुतक मɅ Ĥकाͧशत नहȣ ं
होत ेहɇ । 
उदाहरण के ͧलए जयपरु शहर के एक ¢ेğ मɅ रहने वाले åयिÈतयɉ कȧ माͧसक आय 
और उनमɅ से आयकर चुकाने वाले åयिÈतयɉ कȧ संÉया से सàबिÛधत समकं संĒǑहत 
करने से वे Ĥाथͧमक समकं कहलायɅगे Èयɉͩक ये समंक ͩकसी जगह Ĥकाͧशत नहȣ ंहɇ 
तथा शोधकता[ ने èवय ंएकǒğत ͩकये है । 

i. Ĥाथͧमक समंकɉ के संĒहण कȧ रȣǓतया ँ
i. Ĥ×य¢ åयिÈतगत अनसुधंान 
ii. अĤ×य¢ मौͨखक अनसुंधान 
iii. èथानीय İोतɉ या संवाददाताओं ɮवारा सूचना ĤािÜत 
iv. अĤ×य¢ Ĥाथͧमक İोत (Ĥæनावलȣ) 
v. गणकɉ के माÚयम से सूचना संĒहण 
उपयु [Èत रȣǓतयɉ मɅ से Ĥाथͧमक समंक एकǒğत करने के ͧलए ͩकस रȣǓत का चयन 
ͩकया जाए; यह इस बात पर Ǔनभ[र करता है ͩक शोध का ¢ेğ ͩकतना åयापक है 
सूचना देने वाले ͩकतने ͧशͯ¢त है, शुƨता का ͩकतना èतर अपेͯ¢त है; आǑद । 

2. ɮͪवतीयक समंक:– जब कोई अनसुंधानकता[ उन समंकɉ का उपयोग करता है जो पहले 
से हȣ अÛय åयिÈतयɉ या संèथाओं ɮवारा एकğ व Ĥकाͧशत ͩकये जा चुके हɉ तो इस 
Ĥकार के समंक ɮͪवतीयक समकं कहलात े है । जो समकं ɮͪवतीयक İोतɉ से ĤाÜत 
ͩकये जात ेहɇ वे ɮͪवतीयक समंक कहलात ेहै । ɮͪवतीयक İोतɉ के अÛतग[त सामाÛयत: 
ऐǓतहाͧसक Ĥलेखɉ, साव[जǓनक Ĥलेखɉ व Ĥकाͧशत İोतɉ को सिàमͧलत ͩकया जाता है। 
जब समंक मूल İोत से ĤाÜत ͩकया जाता है तब वह Ĥाथͧमक समकं कहलाता है तथा 
जब वह ͩकसी और के ɮवारा ͩकसी अÛय उƧेæय के ͧलए एकǒğत ͩकए गए हɉ तो वह 
ɮͪवतीयक समंक कहलात ेहɇ । नवीन समकं Ĥथम संĒहकता[ के हाथ मɅ Ĥाथͧमक होते 
हɇ, ͩकÛत ुयǑद उÛहȣ ंसमंकɉ का Ĥयोग कोई दसूरा åयिÈत करने लगे तो वहȣ समंक 
ɮͪवतीयक समंक हो जायɅगे, जैसे महाͪवɮयालय के ͪवɮयाͬथ[यɉ के आंकड़,े 
महाͪवɮयालय के ͧलए Ĥाथͧमक समकं है जबͩक सामािजक अनसुधंानकता[ के ͧलए वे 
ɮͪवतीयक समंक कहलायɅगे। 
ɮͪवतीयक समंकɉ के संĒहण के İोत :– 

i. åयिÈतगत Ĥलेख 
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ii. साव[जǓनक Ĥलेख 
iii. अĤकाͧशत Ĥलेख 

6. शोध समंकɉ का सàपादन (Editing of Research Data) :– 
सामĒी संकलन के İोत Ĥाथͧमक अथवा ɮͪवतीयक हो सकत ेहɇ । सामĒी का संकलन 
ͩकसी भी Ĥकार से Èयɉ न ͩकया जाये उसमɅ ğǑुट रह जाना èवाभाͪवक है । समकंɉ व 
सामĒी का ͪवæलेषण करने से पवू[ संकͧलत सामĒी कȧ अशुͪƨयɉ को दरू कर लेना 
अ×यÛत आवæयक है िजससे पǐरणाम दूͪ षत न हɉ, इस हेत ुसमकंɉ का सàपादन करना 
अǓत आवæयक है । 
सàपादन कȧ ͩĐया अनावæयक समकंɉ कȧ छँटनी तथा अपया[Üत व अधूरȣ सूचनाओं को 
या तो पनु: एकǒğत ͩकया जाता है अÛयथा अनमुाǓनत ͩकया जाता है । सàपादन के 
अÛतग[त एकǒğत सामĒी का सूêम परȣ¢ण ͩकया जाता है । सàपादन का मुÉय उƧेæय 
सàभाͪवत ğǑुटयɉ और अǓनयͧमतताओं का पता लगाना व उÛहɅ दरू करना है । समकंɉ 
का सàपादन एक ͪवशेष£ ɮवारा होना चाǑहए िजसे शोध के उƧेæय का £ान होना 
चाǑहए तथा सांिÉयकȧ मɅ ͪवͧशçट द¢ता होनी चाǑहए । सàपादन मɅ समको मɅ संगǓत, 
एकǾपता, पणू[ता तथा शुƨता कȧ जांच आǑद को सिàमͧलत ͩकया जाता है । सव[Ĥथम 
एकǒğत समकंɉ को Đमबƨ ͩकया जाता है, ͩफर यह देखा जाता है ͩक समèत 
आवæयक समंक उपलÞध हो गये हɇ या नहȣ ं। कई Ĥæन अन×ुतǐरत रह जात ेहɇ अथवा 
ͩकÛहȣ ंĤæनɉ के गलत उ×तर ĤाÜत होते है, इन सबको सहȣ व सुǓनिæचत करने का 
काय[ सàपादक को करना होता है । वगȸकरण व सारणीयन कȧ सुͪवधा के ͧलए संकेतɉ 
का Ĥयोग ͩकया जा सकता है । सàपादक ɮवारा अनसुंधान कȧ ͪवͬधयɉ के बारे मɅ 
जानकारȣ ĤाÜत कȧ जाती है माप कȧ इकाई को समǾप ͩकया जाता है । सàपादक 
उपयोͬगता का Úयान रखत े हु ए समकंɉ के शुƨता के èतर को Ǔनिæचत करता है तथा 
उपसाधन कȧ पƨǓत कȧ जाँच करता है । 

7. शोध समकंɉ का वगȸकरण तथा सारणीयन (Classification and Tabulation of 
Research Data):–  
शोध समंकɉ का संकलन तथा सàपादन करने के बाद समकंɉ का वगȸकरण व 
सारणीयन शुǾ होता है । एकǒğत समकंɉ के आधार पर सीधे हȣ कोई भी Ǔनçकष[ 
इसͧलए नहȣ ं Ǔनकाला जा सकता Èयɉͩक संÉयाएँ जǑटल तथा ǒबखरȣ हु ई होती हɇ । 
समकंɉ को उनकȧ समǾपता के आधार पर ͪवͧभÛन वगɟ मɅ बाँटने कȧ ͩĐया वगȸकरण 
कहलाती है । इन वगȸकृत समंकɉ का Ĥèतुतीकरण ͬचğɉ अथवा सारͨणयɉ के Ǿप मɅ 
ͩकया जाता है । वगȸकरण व सारणीयन एक दसूरे से जुड़ ेहु ए हɇ । वगȸकरण के ǒबना 
सारणीयन नहȣ ं हो सकता है तथा सारणीयन के ͧलए वगȸकरण अǓनवाय[ है । 
सारणीयन मɅ वगȸकृत समंकɉ को पिंÈतयɉ तथा कालमɉ मɅ åयविèथत ढंग से Ĥèतुत 
ͩकया जाता है । 

8. शोध समंकɉ का ͪवæलेषण (Analysis of Research Data):– 
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शोध सामĒी का संĒहण, सàपादन, वगȸकरण व सारणीयन के पæचात Ĥमुख समèया 
शोध समकंɉ का ͪवæलेषण व उनसे वांǓछत Ǔनçकष[ Ǔनकालने कȧ होती है । ͪवæलेषण 
काय[ के ͧलए ͪवͧभÛन सांिÉयकȧय ͪवͬधयɉ को Ĥयोग मɅ लाया जाता है । ͪवæलेषण के 
दौरान पवू[ Ǔनधा[ǐरत अथवा नयी पǐरकãपना के प¢ एव ंͪवप¢ मɅ ĤाÜत सूचनाओं कȧ 
सांिÉयकȧय आधार पर परȣ¢ा कर उनकȧ स×यता या अस×यता कȧ जाचँ कȧ जाती है । 
सांिÉयकȧय परȣ¢णɉ ɮवारा हम इस बात कȧ जानकारȣ ĤाÜत कर सकत ेहɇ ͩक समंकɉ 
मɅ ͪवɮयमान अÛतर वाèतͪवक है या Ǔनदȶशन उÍचावचनɉ के फलèवǾप है । 
सांिÉयकȧय ͪवæलेषण कȧ Ĥाͪवͬधया ँ(Techniques of Statistical Analysis) :– 
शोध समंकɉ का ͪवæलेषण करने के ͧलए Ǔनàन Ĥͪवͬधयɉ मɅ से कोई भी Ĥͪवͬध / 
Ĥͪवͬधया ँशोध के उƧेæय के अनसुार अपनाई जा सकती है:–  

i. सांिÉयकȧय माÚय  
ii. अपͩकरण 
iii. मूãय सचूकाकं 
iv. ͪवषमता 
v. सह–सàबÛध 
vi. Ĥतीपगमन  
vii. ͬचğ व Ēाͩफक Ĥèतुतीकरण 
viii. काल Įेͨणया ँ

9. शोध समंकɉ का Ǔनव[चन (Interpretation of Research Data) 
Ǔनव[चन शोध का अिÛतम मह×वपणू[ चरण है । सांिÉयकȧ मɅ अनमुान लगाये जात ेहɇ 
तथा संभावनाऐं åयÈत कȧ जाती हɇ । यह अनमुान Ǔनण[य का आधार होते है । यहȣ 
कारण है ͩक सांिÉयकȧय ͪवæलेषण के ɮवारा Ǔनकाले गये पǐरणाम सÛदभ[ यÈुत होने 
चाǑहए । 
संकͧलत तØयɉ का ͪवæलेषण कर Ǔनçकष[ Ǔनकालना सांिÉयकȧय Ǔनव[चन कहलाता है । 
ͪवæलेषण के आधार पर सहȣ Ǔनçकष[ Ǔनकालने के ͧलए सàबिÛधत पǐरिèथǓतयɉ का 
अÍछȤ तरह £ान होना आवæयक है अÛयथा गलत Ǔनव[चन हो सकता है । Ǔनव[चन से 
पहले शोधकता[ को ĤǓतदश[ का चुनाव उƧेæय के अनसुार करना चाǑहए । एक ĤǓतदश[ 
समĒ का ĤǓतǓनͬध×व तभी कर पायेगा जबͩक उसका आकार पया[Üत Ǿप से बड़ा हो । 
यह Ĥयास ͩकया जाना चाǑहए ͩक समकं ͪवħमɉ से यथासàभव मुÈत हɉ । 

10. पǐरकãपना परȣ¢ण तथा सामाÛयीकरण (Hypothesis testing and 
generalisation):– 
समकं ͪवæलेषण के पæचात पवू[ Ǔनधा[ǐरत पǐरकãपना का परȣ¢ण वाèतͪवक Ǔनçकषɟ के 
आधार पर ͩकया जाता है । पǐरकãपना एक पवू[–Ǔनधा[ǐरत सामाÛयीकरण है िजसका 
वाèतͪवकताओं के आधार पर परȣ¢ण ͩकया जाता है । समंकɉ के ͪवæलेषण एव ं
Ǔनव[चन के पæचात शोधकता[ इस िèथǓत मɅ होता है ͩक वह पवू[ ĤǓतपाǑदत पǐरकãपना 
कȧ स×यता कȧ जाचँ कर सके । पǐरकãपना परȣ¢ण के ͧलए सांिÉयकȧय ͪवशेष£ɉ ने 
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अनेक साथ[कता परȣ¢ण ĤǓतपाǑदत ͩकए है । इन परȣ¢णɉ के आधार पर शोधकता[ इस 
बात कȧ जाँच करता है ͩक उसके ɮवारा एकǒğत समकंɉ से ĤाÜत सूचनाएँ पवू[ Ǔनधा[ǐरत 
पǐरकãपना कȧ पिुçट करती है अथवा नहȣ ं। यǑद पǐरकãपना सहȣ ͧसƨ होती है तो 
हम ͧसƨाÛत का Ǔनमा[ण करत े है जो शोध के ͧलए आधार बन जात े हɇ । यǑद 
पǐरकãपना गलत ͧसƨ होती है तो वाèतͪवकता का पता चलता है । दोनɉ हȣ 
अवèथाओं मɅ स×य का पता चलता है जो ͩक पǐरकãपना परȣ¢ण से हȣ सàभव है । 
पǐरकãपना परȣ¢ण के Ǔनण[य के आधार पर सामाÛयीकरण ͩकया जाता है । ͩकसी भी 
ͧसƨाÛत का Ǔनमा[ण अनमुान के आधार पर नहȣ ंहोता है, अतएव संकͧलत समकंɉ का 
ͪवæलेषण व पǐरकãपना परȣ¢ण आवæयक है । 

11. शोध ĤबÛध का Ǔनमा[ण व Ĥकाशन (Construction of Research thesis and 
Publication):–  
शोध ĤͩĐया का अिÛतम चरण शोध ĤबÛध को तैयार करना एव ं उसको Ĥकाͧशत 
करना है । Ĥ×येक शोध ĤͩĐया मɅ ĤाÜत सूचनाएँ तथा उनके ͪवæलेषण पर आधाǐरत 
Ǔनçकषɟ को एक शोध ĤबÛध के Ǿप मɅ Ĥकाͧशत ͩकया जाता है ताͩक सàबिÛधत 
åयिÈतयɉ को उसके सàबÛध मɅ जानकारȣ ĤाÜत हो जाए । शोध ĤबÛध मɅ भाषा तथा 
ͪवचारɉ कȧ èपçटता, सरलता तथा शुƨता होना अǓत आवæयक है । शोधकता[ को शोध 
ĤबÛध मɅ अपना सुझाव इस Ĥकार देना चाǑहए जो åयावहाǐरक हो और उपलÞध साधनɉ 
कȧ सीमा के अÛदर ͩĐयािÛवत ͩकया जा सके । शोध–ĤबÛध Đमानसुार तथा आकष[क 
होना चाǑहए। 
शोध कȧ योजना िजतनी सहȣ, åयावहाǐरक, ğǑुटरǑहत तथा उपयÈुत होगी, शोध का काय[ 
भी सुचाǾ̀  Ǿप से संचͧलत हो पायेगा । शोध ĤबÛध मɅ उन समèत तØयɉ का समावेश 
होना चाǑहए जो शोध के ͧलए ĤयÈुत हु ए थे । ĤǓतवेदन तैयार करने के ͧलए Ēाफ, 
चाट[, सारͨणयɉ तथा मॉडलɉ का भी आवæयकतानसुार Ĥयोग ͩकया जाना चाǑहए । शोध 
ĤबÛध ͧलखना शोध Ĥͪवͬध का सबसे मह×वपणू[ चरण है िजसमɅ उपलÞध जानकारȣ को 
Đमबƨ ͧलखा जाता है । शोध ĤबÛध मɅ समंकɉ के ͪवæलेषणɉ से ĤाÜत पǐरणामɉ को 
Ĥèतुत ͩकया जाता है । 
एक अÍछȤ शोध Ĥͪवͬध के गणु :– 
शोधकता[ शोध समèया के Đमबƨ समाधान से Ǔनçकष[ Ǔनकालना चाहता है । एक 
अÍछȤ शोध Ĥͪवͬध शोधकता[ को शोध के Ǔनçकषɟ तक पहु ँचाने मɅ सहायक होती है । 
एक अÍछȤ शोध Ĥͪवͬध के Ĥमुख गणु Ǔनàन Ĥकार है : 
1. Ǔनçप¢ शोध काय[ । 
2. èपçट पǐरभाͪषत शोध उƧेæय । 
3. åयविèथत व Đमबƨ शोध ĤͩĐया । 
4. शोध सामĒी का उͬचत संकलन व सàपादन । 
5. तØयɉ कȧ समझ को आसान बनाना । 
6. शोध कȧ पǐरशुƨता मɅ वृͪ ƨ करना । 
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7. £ान कȧ अͧभवृͪ ƨ मɅ सहायक । 
8. शोध उƧेæय कȧ ĤािÜत मɅ सहायक । 
समकं व सामĒी संĒहण कȧ तकनीक :– 
समकं व सामĒी संĒहण कȧ तकनीक से ता×पय[ उन साधनɉ तथा ͪवͬधयɉ से है 
िजनका Ĥयोग कर शोधकता[ शोध के ͧलए आवæयक सूचना व समंक एकǒğत करता है 
। शोध का उƧेæय शोध Ĥͪवͬध कȧ संरचना Ǔनधा[ǐरत करना है । शोध Ĥͪवͬध कȧ 
संरचना मɅ यह तय ͩकया जाता है ͩक पǐरकãपना के आधार पर कौन से समंकɉ का 
संĒहण करना है तथा ͩकस वग[ मɅ से समंकɉ को संकͧलत करना है । सामाÛयत: शोध 
मɅ Ǔनàन दो तकनीकɅ  अपनायी जाती है :– 
1. Ĥæनावलȣ (Questionnaire) 
2. अनसुूची (Schedule) 

1. Ĥæनावलȣ : Ĥæनावलȣ ͪवͧभÛन Ĥæनɉ कȧ एक åयविèथत सूची है िजसका उƧेæय ͩकसी 
ͪवषय से सàबिÛधत åयिÈतयɉ से सूचनाएँ ĤाÜत करके सामĒी का संकलन करना होता 
है । सामाÛयत: Ĥæनावलȣ डाक ɮवारा भेजी जाती है परÛत ुकभी–कभी इसे åयिÈतगत 
तौर पर भी पहु ँचाया जाता है । अनेक अÚययन ¢ेğ इस Ĥकार के होत े हɇ िजनसे 
सàबिÛधत ͪवषय सामĒी एक हȣ èथान पर ĤाÜत न होकर अनेक èथानɉ से ĤाÜत 
होती है । इस िèथǓत मɅ Ĥ×य¢ Ǿप से ͧमलकर सूचना संकͧलत करना कǑठन व 
खचȸला हो सकता है । Ĥæनावलȣ एक दèतावेज है, िजसमɅ Ĥæनɉ के समूह होत े है 
िजनके वèतुǓनçठ उ×तर होत ेहɇ । शोध का मह×व उ×तरदाताओं को एक åयाÉया पğ 
ɮवारा समझा Ǒदया जाता है साथ हȣ एक Ǒटकट लगा ͧलफाफा Ĥæनावलȣ के साथ भेजा 
जाता है । बार–बार पğ ͧलखकर Ǔनधा[ǐरत अवͬध मɅ उ×तर भेजने का आĒह ͩकया 
जाता है । अÛत मɅ डाक ɮवारा ĤाÜत उ×तर से जो सूचनाएँ ĤाÜत होती हɇ उनके आधार 
पर अÚययन से सàबिÛधत Ǔनçकष[ Ǔनकाले जात ेहɇ । Ĥæनावलȣ सा¢ा×कार तकनीक का 
ͪवकãप भी माना जाता है । इस Ĥकार Ĥæनावलȣ के उपयोग मɅ शोधकता[ और उ×तर 
दाता के बीच कोई Ĥ×य¢ सàपक[  होना आवæयक नहȣ ंहोता बिãक सामĒी का संकलन 
अĤ×य¢ Ǿप से भी ͩकया जा सकता है । 
Ǔनàन पǐरिèथǓतयɉ मɅ Ĥæनावलȣ को संĒहण तकनीक के Ǿप मɅ पेश ͩकया जाता है : 
1. जब बहु त बड़ ेĤǓतदशȾ कȧ आवæयकता होती है ; 
2. जब बजट छोटा हो ; 
3. जब उ×तरदाताओं मɅ ¢ेğीय ǒबखराव अͬधक हो ; 
4. जब उ×तरदाता ͧशͯ¢त हो ; 
5. जब ĤबÛधन मɅ आसानी कȧ आवæयकता हो ; तथा 
6. जब सामाÛय उ×तर कȧ दर संतोषजनक समझी जाये । 

2. अनसुूची :– अनसुचूी अनेक Ĥæनɉ कȧ ऐसी ͧलͨखत सचूी है िजसे लेकर शोधकता[ èवय ं
उ×तरदाता के पास जाता है और ͪवͧभÛन Ĥæनɉ को पछूकर èवय ंहȣ उनके उ×तरɉ का 
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आलेखन करता है । अनसुूची उन समंकɉ व सामĒी को ĤाÜत करने कȧ एक औपचाǐरक 
ͪवͬध का ĤǓतǓनͬध×व करती है जो वाèतͪवक है तथा सरलता से ĤािÜत योÊय हɇ । 
अनसुूची एक ऐसी तकनीक है िजसका उƧेæय सा¢ा×कार तथा अवलोकन को åयविèथत 
बनाना होता है । अनसुचूी मɅ पछेू गये Ĥæनɉ के उ×तर वèतुǓनçठ या ͪववरणा×मक कैसे 
भी हो सकत े हɇ । अनसुचूी Ĥæनɉ के समूह का नाम है जो सा¢ा×कार ɮवारा ͩकसी 
दसूरे åयिÈत से Ĥ×य¢ िèथǓत मɅ पछेू व भरे जाते हɇ । 
अनसुूची से सामĒी संĒहण Ǔनàन पǐरिèथǓतयɉ मɅ अͬधक उपयÈुत है: 
1. जब उ×तरदाता एक हȣ ¢ेğ या जगह से सàबिÛधत है; 
2. जब उ×तरदाता अͧशͯ¢त या कम ͧशͯ¢त हो; 
3. जब शोध काय[ के ͧलए Ĥæनɉ के ͪववरणा×मक उ×तर आवæयक हɉ; 
4. जब शोधकता[ को योÊय सहयोगी उपलÞध हɉ; 
5. जब शोध कम समय मɅ करना हो; तथा 
6. जब शोध का बजट पया[Üत हो । 
Ĥæनावलȣ तथा अनसुचूी मɅ अÛतर:– 
अनसुूची व Ĥæनावलȣ के ͪवèततृ ͪववेचन से यह èपçट होता है ͩक Ĥाथͧमक सूचना के 
संĒहण मɅ अनसुचूी और Ĥæनावलȣ दोनो हȣ मह×वपणू[ तकनीकɅ  हɇ । इन दोनɉ का 
उƧेæय शोध अÚययन ͪवषय से सàबिÛधत संÉया×मक तथा गणुा×मक तØयɉ को 
एकǒğत करना होता है । बाहरȣ Ǿप से इन दोनɉ के बीच इतनी अͬधक समानता पायी 
जाती है ͩक कभी–कभी इनके बीच èपçट अÛतर करना कǑठन हो जाता है । इतनी 
समानता के बाद भी इनकȧ आधारभूत ͪवशेषताऐं इÛहे दो ͧभÛन तकनीकɅ  बनाती हɇ । 
Ĥæनावलȣ व अनसुचूी मɅ मुÉय अÛतर Ǔनàन हɇ : 

अÛतर का आधार Ĥæनावलȣ अनसुूची 
1. अथ[ Ĥæनावलȣ Ĥæनɉ का समूह है जो 

ͩक साधारणतया डाक ɮवारा 
उ×तरदाताओं के पास भेजा जाता 
है । 

अनसुूची, Ĥæनो का समूह है जो ͩक 
åयिÈतगत Ǿप से उ×तरदाताओं से 
पछूा जाता है। 

2. Ĥ×य¢ सàपक[  शोधकता[ व उ×तरदाता के बीच 
कोई Ĥ×य¢ सàबÛध नहȣ ं होता 
है। 

सोधकता[ व उ×तरदाता Ĥ×य¢ Ǿप से 
ͧमलत ेहै।  

3. आधार Ĥæनावलȣ का आधार 
उ×तरदाताओं ɮवारा ͧलͨखत Ǿप 
से भरȣ गई सचूना होती है। 

अनसुूची मे  उ×तरदाता मौͨखक 
उ×तर देता है जो शोधकता[ ɮवारा 
ͧलखे जात ेहै। 

4. ¢ेğ Ĥæनावलȣ के माÚयम से बड़ ेव 
दरूèथ ¢ेğɉ से सामĒी संकलन 
करना सàभव होता है।  

अनसुूची मɅ एक छोटे ¢ेğ से हȣ 
सामĒी सकंͧलत कȧ जा सकती है । 

5. åयिÈतगत Ĥæनावलȣ मɅ åयिÈतगत सàपक[  अनसुूची मɅ शोधकता[ Ĥæन पछूते 
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सàपक[  नहȣ ं होता है अत: ͧसफ[  पवू[ 
ͧलͨखत सचूनाएं हȣ ĤाÜत हो 
सकती हɇ । 

समय अÛय आवæयक सचूनाऐं भी 
ĤाÜत कर  
सकता है । 

6. ͧश¢ा का èतर Ĥæनावलȣ के ɮवारा ͧसफ[  पढ़े–
ͧलखे उ×तरदाताओं से सूचना 
ĤाÜत कȧ हो 
सकती है 

अनसुूची के ɮवारा हर तरह के(अनपढ़ 
भी) उ×तरदाताओं से सूचना ĤाÜत कȧ 
जा सकती है। 

7. लचीलापन इसमɅ कोई पǐरवत[न नहȣ ं ͩकया 
जा सकता है । 

इसमɅ आवæयकतानसुार पǐरवत[न 
सàभव है। 

8. समय इसमɅ बहु त समय लगता है । कम समय लगता है । 
9. खच[ यह ͧमतåययी तकनीक है । यह खचȸलȣ तकनीक है । 
10. èपçटता अनेक उ×तर अèपçट रह सकत े

है। 
èपçट सचूना लȣ जाती है। 

उपयु [Èत ͧभÛनताओं के पæचात भी दोनɉ तकनीकɅ  मह×वपणू[ है । दोनɉ तकनीकɅ  एक 
दसूरे कȧ परूक है; जब Ĥæनावलȣ का उपयोग नहȣ ंͩकया जा सकता है तो अनसुूची कȧ 
मदद लȣ जाती है तथा जहा ँ अनसुचूी नहȣ ं चल पाती वहा ँ Ĥæनावलȣ कȧ मदद से 
सामĒी एकǒğत कȧ जाती है अथा[त शोधकता[ अÚययन ¢ेğ व उ×तरदाताओं कȧ िèथǓत 
के अनसुार Ĥाथͧमक सूचना एकǒğत करने के ͧलए Ĥæनावलȣ या अनसुूची तकनीक का 
चयन करता है । 

2.6 सारांश (Summary)  
कोई भी शोध साथ[क तभी मानी जाती है जबͩक उसके उƧेæय कȧ ĤािÜत हो जाए । इस 
साथ[कता के ͧलए शोध मɅ Ǔनयोजन कȧ आवæयकता होती है, शोध कȧ एक पणू[ ͪवèततृ 
रणनीǓत बनाई जाती है । शोध Ĥͪवͬध, शोध ͪवषय से सàबिÛधत समèया, समèया का 
समाधान और उससे ĤाÜत पǐरणाम सरल भाषा मɅ Ĥèतुत करने का सवȾ×तम माÚयम 
है। शोध Ĥͪवͬध मɅ आवæयक सामĒी के İोत उनकȧ Ĥामाͨणकता, ĤǓतदश[ समंकɉ का 
Ǔनव[चन पǐरकãपना परȣ¢ण आǑद सिàमͧलत होत ेहɇ । शोध Ĥͪवͬध मɅ शोधकता[ ɮवारा 
Ǔनिæचत उƧेæयɉ कȧ ĤािÜत के ͧलए Đमवार चरणɉ का समावेश ͩकया जाता है । शोध 
अͧभकãप का Ǔनमा[ण करके संमकɉ का संĒहण ͩकया जाता है । Ĥाथͧमक समंकɉ के 
संĒहण के ͧलए Ĥæनावलȣ / अनसुूची तकनीक कȧ मदद लȣ जाती है । दोनो तकनीकɅ  
एक उƧेæय के ͧलए होती है पर उनमɅ कई आधारभतू ͧभÛनताऐं भी हɇ । समंकɉ का 
सàपादन कर उनका वगȸकरण ͩकया जाता है । उसके बाद उनका ͪवæलेषण कर 
Ǔनçकष[ Ǔनकाले जात ेहै । ͩफर पǐरकãपना परȣ¢ण कर ͧसƨाÛतɉ का ĤǓतपादन ͩकया 
जाता है अÛत मɅ शोध ĤबÛध ͧलखा जाता है ।  

2.7 èवपरख Ĥæन  
लघतुरा×मक Ĥæन 
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1. शोध Ĥͪवͬध से आप Èया समझत ेहɇ? 
2. शोध अͧभकãप का Ǔनमा[ण करत ेसमय ͩकन बातɉ का Úयान रखा जाता है? 
3. Ĥाथͧमक समंकɉ के संĒहण कȧ Ĥमुख दो तकनीक कौनसी है? 
4. समकंɉ के वगȸकरण व सारणीयन से आप Èया समझत ेहै'  
5. सांिÉयकȧय ͪवæलेषण कȧ Ĥाͪवͬधया ँकौन–कौन सी हɇ? 
6. पǐरकãपना परȣ¢ण से आप Èया समझत ेहɇ? 

 ͪववरणा×मक Ĥæन 
1. शोध Ĥͪवͬध का Èया अथ[ है? एक अÍछȤ शोध Ĥͪवͬध के Ĥमुख गणु समझाइये । 
2. शोध Ĥͪवͬध के Đमवार चरणɉ को समझाइये । 
3. Ĥाथͧमक व ɮͪवतीयक समंकɉ से आप Èया समझत ेहɇ? इÛहɅ कैसे संĒǑहत ͩकया जाता 

है ।  
4. Ĥæनावलȣ व अनसुचूी से आप Èया समझत ेहɇ? दोनɉ का तुलना×मक अÚययन Ĥèतुत 

करɅ । 
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इकाई– 3: समंकɉ का संĒहण – Ĥाथͧमक व ɮͪवतीयक 
(Collection of Data – Primary and 
Secondary) 

इकाई कȧ Ǿपरेखा :– 
3.0 उƧेæय 
3.1 Ĥèतावना / पǐरचय 
3.2 अथ[ एव ंपǐरभाषा 
3.3 संĒहण के सÛदभ[ मɅ समकंɉ के Ĥकार 

3.3.1 Ĥाथͧमक समंक 
3.3.2 ɮͪवतीयक समंक 

3.4 Ĥाथͧमक एव ंɮͪवतीय समंकɉ मɅ अÛतर 
3.5 Ĥाथͧमक समंकɉ के संĒहण कȧ रȣǓतया ँ

3.5.1 Ĥ×य¢ åयिÈतगत अनसुÛधान 
3.5.2 अĤ×य¢ मौͨखक अनसुÛधान 
3.5.3 संवाददाताओं या èथानीय İोतɉ से सचूना–ĤािÜत 
3.5.4 सूचकɉ ɮवारा Ĥæनावलȣ भरकर सूचना–ĤािÜत 
3.5.5 Ĥगणकɉ ɮवारा अनसुूͬचया ँभरकर सूचना–ĤािÜत  

3.6 उपयÈुत रȣǓत का चयन  
3.7 Ĥæनावलȣ तथा अनसुचूी 

3.7.1 Ĥæनावलȣ तैयार करना 
3.7.2 अÍछȤ Ĥæनावलȣ के गणु  
3.7.3 अनसुूची 

3.8 ɮͪवतीयक समंकɉ का संĒहण 
3.9 साराशं 
3.10 शÞदावलȣ 
3.11 èव–परख Ĥæन /अßयास 
3.12 उपयोगी पèुतकɅ   

3.0 उƧेæय 
इस इकाई के अÚययन के बाद आप इस योÊय हो सकɅ गे ͩक : 

 समकंɉ के संĒहण का अथ[ व Ĥकार जान सकɅ , 
 Ĥाथͧमक एव ंɮͪवतीयक समंक का अथ[ व अÛतर बता सकɅ ,  
 Ĥाथͧमक एव ंɮͪवतीयक समंकɉ के संĒहण कȧ ͪवͧभÛन रȣǓतयाँ बता सकɅ ,  
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 संĒहण कȧ ͪवͧभÛन रȣǓतयɉ के गणु, दोष एव ंसावधाǓनया ँबता सकɅ , 
 अनसुÛधान कȧ आवæयकता के अनसुार उपयÈुत रȣǓत का चयन कर सकɅ , 
 Ĥæनावलȣ एव ंअनसुचूी को तैयार करने कȧ ͪवͬध एव ंसीमाएँ जान सकɅ  ।  

3.1 Ĥèतावना / पǐरचय 
सांिÉयकȧ अनसुÛधान कȧ åयापक योजना बनाने के बाद उपयÈुत रȣǓत ɮवारा समकंɉ 
को एकǒğत करने का काय[ आरàभ ͩकया जाता है । समकंɉ का संĒहण सांिÉयकȧ 
ͪव£ान कȧ मूलभूत ͩĐया है । वाèतव मɅ संकलन–ͩĐया कȧ शुƨता और åयापकता पर 
हȣ के समकंɉ Ĥèतुतीकरण, ͪवæलेषण एव ं Ǔनव[चन कȧ आगामी ͩĐयाओं कȧ सफलता 
आधाǐरत है । यǑद संĒहȣत समंक अशुƨ और अपया[Üत होते हɇ: तो उनसे Ǔनकाले जाने 
वाले Ǔनçकष[ भी ħामक हɉगे। अत: समकंɉ के संĒह कȧ ͩĐया मɅ सतक[ ता और 
सावधानी रखना बहु त आवæयक है । इस इकाई मɅ आप समंक संĒहण के अथ[ व 
Ĥकार का अÚययन और समकं संĒहण कȧ ͪवͧभÛन रȣǓतयɉ कȧ जानकारȣ ĤाÜत करɅगे 
तथा जानɅगे ͩक Ĥाथͧमक एव ं ɮͪवतीयक समकं को संĒहȣत करत े समय ͩकन 
सावधाǓनयɉ का रखना आवæयक है। 

3.2 अथ[ एवं पǐरभाषा (Meaning and Definition) 
समकंɉ का संĒहण अनसुÛधान का एक मह×वपणू[ चरण है । एक सांिÉयक ɮवारा 
अनसुÛधान कȧ योजना का Ǔनमा[ण करने के बाद सबसे पहला काय[ समकंɉ के संĒहण 
का ͩकया जाता है । ''समंकɉ के संĒहण से आशय अनसुÛधान के अÛतग[त आने वालȣ 
अÚययन के ͪवषय से सàबƨ इकाइयɉ ɮवारा उƧेæयपणू[ सूचनाओं का एकğीकरण है ।'' 
अनसुÛधान के उƧेæय पर Ǔनभ[र करता है ͩक सामĒी एकğीकरण के ͧलए ͩकस ͪवͬध 
का उपयोग ͩकया जाये तथा उसके ͪवͧभÛन İोत Èया हɉगे । समकंɉ को एकǒğत करने 
के İोतɉ के आधार पर दो भागɉ मɅ ͪवभािजत ͩकया जा सकता है : 
(i) Ĥाथͧमक समंक और (ii) ɮͪवतीयक समंक ।  

3.3 संĒहण के सÛदभ[ मɅ समंकɉ के Ĥकार (Types of Data with 
reference to collection) 

3.3.1 Ĥाथͧमक समंक (Primary Data): 

अनसुÛधानकता[ ɮवारा अपने Ĥयोग के ͧलए नये ͧसरे से पहलȣ बार आरàभ से अÛत 
तक एकǒğत ͩकये गये समकं Ĥाथͧमक या मौͧलक समंक कहलात ेहɇ । ये कÍचे माल 
के समान होत ेहɇ । उदाहरणाथ[ : ͩकसी नये उ×पाद के जारȣ करने से पहले उसकȧ माँग 
के सàबÛध मɅ पहलȣ बार सूचनाएँ एकğ करɅ तो यह संकͧलत समंक Ĥाथͧमक समंक 
कहलाता है । 
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3.3.2 ɮͪवतीयक समंक (Secondary Data): 

वे समंक िजनका पवू[ मɅ अÛय ͩकसी åयिÈत या संèथा ɮवारा संकलन ͩकया जा चुका 
हो, ɮͪवतीयक समंक कहलात ेहɇ । अÛय शÞदɉ मे यǑद पवू[ मɅ ͩकसी अनसुÛधानकता[ ने 
कोई समकं एकǒğत ͩकये थे और अÛय अनसुÛधानकता[ अपने अनसुÛधान के ͧलए 
उÛहȣ ंसमकंɉ का Ĥयोग करता है तो वे पहले अनसुÛधानकता[ के ͧलये मौͧलक समंक 
तथा दसूरे अनसुÛधानकता[ के ͧलये ɮͪवतीयक समकं माने जायɅगे । ये समकं Ĥकाͧशत 
अथवा अĤकाͧशत दोनɉ िèथǓतयɉ मɅ हो सकत ेहɇ । जैसे– ǐरजव[ बɇक ɮवारा Ĥकाͧशत 
समकं, जनगणना के Ĥकाͧशत समकं ।  

3.4 Ĥाथͧमक एवं ɮͪवतीयक समंकɉ मɅ अÛतर (Difference 
between Primary and Secondary Data) 
''होरेस सेĐाइèट'' के शÞदɉ मɅ, ''Ĥाथͧमक तथा ɮͪवतीयक समंकɉ मɅ अÛतर केवल 
अवèथा का है, जो समंक एक प¢ के ͧलए Ĥाथͧमक हɇ वे हȣ अÛय प¢ɉ के ͧलए 
ɮͪवतीयक होते हɇ ।’’ सामाÛयत: इनके बीच Ǔनàनͧलͨखत अÛतर हɇ। 

1. Ĥाथͧमक समंक मौͧलक होते हɇ तथा ये सांिÉयकȧय ͪवͬधयɉ के ͧलए कÍचे माल के Ǿप 
मे होत ेहɇ जबͩक ɮͪवतीयक समंक सांिÉयकȧय यÛğ से एक बार गजुर चुके होत ेहɇ, 
इसͧलए ये Ǔनͧम[त माल कȧ भाँǓत होत ेहɇ । 

2. Ĥाथͧमक समंक नये ͧसरे से शुǾ से अÛत तक अनसुÛधानकता[ ɮवारा ͪवͧभÛन 
åयिÈतयɉ से एकǒğत ͩकये जात े हɇ जबͩक ɮͪवतीयक समकं अÛय åयिÈतयɉ या 
संèथाओं ɮवारा पवू[ संकͧलत होते हɇ । 

3. Ĥाथͧमक समकं अनसुÛधान के उƧेæय के सव[था अनकूुल होते हɇ और उनमɅ अͬधक 
संशोधन करने कȧ आवæयकता नहȣ ंहोती है जबͩक ɮͪवतीयक समंकɉ का Ĥयोग करने 
से पहले उनकȧ आलोचना×मक जाँच कर उनमɅ उƧेæय के अनसुार संशोधन करने पड़ते 
हɇ। 

4. Ĥाथͧमक समंकɉ के संकलन मɅ अͬधक समय, शिÈत य धन åयय करना पड़ता है 
जबͩक ɮͪवतीयक समंकɉ मे अपे¢ाकृत कम समय, शिÈत व धन åयय करना पड़ता है 
Èयɉͩक ये अͬधकतर पğ–पǒğकाओं, ͪववरणɉ, सरकारȣ व गरै–सरकारȣ Ĥकाशनɉ मɅ 
सरलता से उपलÞध हो जात ेहɇ । 

5. वाèतव मɅ, Ĥाथͧमक एव ɮͪवतीयक समको का अÛतर केवल माğा का है, ĤकृǓत का 
नहȣ ं। एक Ĥकार के समकं जो एक åयिÈत के ͧलए Ĥाथͧमक हɇ तो दसूरे åयिÈत के 
ͧलए ɮͪवतीयक हो जात े हɇ । जैसे ǐरजव[ बɇक ɮवारा एकǒğत आंकड़ े उसके ͧलए 
Ĥाथͧमक हɇ, लेͩकन वहȣ अÛय Ĥयोगकता[ओं के ͧलए ɮͪवतीयक हो जात ेहɇ।  
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3.5 Ĥाथͧमक समंकɉ के संĒहण कȧ रȣǓतयाँ (Methods of 
collecting Primary Data) 
Ĥाथͧमक समंक संĒहण करने के ͧलए Ǔनàनͧलͨखत रȣǓतयाँ अपनाई जाती हɇ : 
3.5.1 Ĥ×य¢ åयिÈतगत अनसुÛधान (Direct Personal Investigation) 
3.5.2 अĤ×य¢ मौͨखक अनसुÛधान (Indirect Personal Investigation) 
3.5.3 संवाददाताओं या èथानीय İोतɉ से सूचना–ĤािÜत (Information through 

Correspondents or local Sources) 
3.5.4 सूचकɉ ɮवारा अनसुूͬचया ँ भरकर सूचना–ĤािÜत (Information through 

Schedules to be filled in by Informants)  
3.5.5 Ĥगणकɉ ɮवारा अनसुूͬचयाँ भरकर सूचना–ĤािÜत (Information through 

Schedules to be filled in by Enumerators)  

3.5.1 Ĥ×य¢ åयिÈतगत अनसुÛधान (Direct Personal Investigation) 

इस रȣǓत के अनसुार अनसुÛधानकता[ èवय ंअनसुÛधान ¢ेğ मɅ जाकर सूचना देने वालɉ 
से Ĥ×य¢ Ǿप से åयिÈतगत सàपक[  èथाͪपत करता है और Ǔनरȣ¢ण तथा अनभुव 
ɮवारा सूचनाएँ एकǒğत करता है । यह रȣǓत ऐसे अनसुÛधानɉ के ͧलए अͬधक उपयÈुत 
है िजनका ¢ेğ सीͧमत या èथानीय ĤकृǓत का हो, तथा जहाँ समकंɉ कȧ मौͧलकता, 
शुƨता व गोपनीयता का अͬधक मह×व हो । यरूोपीय देशɉ मɅ आथ[र यगं (Arthur 
Young) तथा लȣ Üले (Le Play) ने अपने अÚययन के ͧलए इस रȣǓत का हȣ Ĥयोग 
ͩकया था । 
इस रȣǓत मɅ अनसुंधानकता[ को अͬधक åयावहाǐरक एव ं कुशल, धैय[वान, ͪवनĨ, 
तक[ शील, Ǔनçप¢ एव ंसूêमदशȸ होना चाǑहए । उसे सàबिÛधत ¢ेğ कȧ भाषा, रȣǓत–
ǐरवाज, åयावहाǐरकता आǑद का पणू[ £ान होना चाǑहए ताͩक ͪवͧभÛन सूचकɉ से अनेक 
Ĥæन पछूकर ͪवæवसनीय एव ंशुƨ आंकड़ ेĤाÜत कर सके । यथासàभव उसे सूचना देने 
वाले को पणू[ ͪवæवास Ǒदलाना चाǑहये ͩक उनकȧ सूचना को अͬधक गोपनीय रखा 
जायेगा और वह ͩकसी Ĥकार से उनके ͧलए अǑहतकर नहȣ ंहोगी। 

3.5.1.1 Ĥ×य¢ åयिÈतगत अनसुÛधान कȧ उपयÈुतता: यह रȣǓत ऐसे अनसुÛधानɉ के ͧलए 
अͬधक उपयÈुत है: 

(i) िजनका ¢ेğ सीͧमत एव ंèथानीय ĤकृǓत का हो, 
(ii) िजसमɅ उÍच èतर कȧ शुƨता चाहȣ गयी हो, 
(iii) जहा ँसमंकɉ कȧ मौͧलकता पर अͬधक जोर देना हो, 
(iv) जहा ँ ͪवषय कȧ जǑटलता के कारण èवय ंअनसुÛधानकता[ कȧ उपिèथǓत आवæयक हो, 

एव ंजहा ँसमंकɉ को गÜुत रखना हो । 
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3.5.1.2 Ĥ×य¢ åयिÈतगत अनसुÛधान के गणु: Ĥ×य¢ åयिÈतगत अनसुंधान के गणु इस Ĥकार 
हɇ: 

(i) मौͧलकता : अनसुÛधानकता[ के åयिÈतगत Ǿप से उपिèथत होने के कारण एकǒğत 
समकं अपे¢ाकृत अͬधक मौͧलक होत ेहɇ । 

(ii) शुƨता : åयिÈतगत सàपक[  कȧ वजह से समंकɉ मɅ शुƨता उÍच èतर कȧ पायी जाती 
है। 

(iii) सजातीयता : एक हȣ åयिÈत ɮवारा समंक एकǒğत ͩकये जाने के कारण ĤाÜत समकंɉ 
मɅ सजातीयता बनी रहती है । 

(iv) लोचदार : यह रȣǓत लोचदार है Èयɉͩक अनसुÛधानकता[ आवæयकता पड़ने पर Ĥæनɉ मɅ 
आवæयक सुधार करके अभीçट सूचनाएँ उपलÞध कर सकता है । 

(v) ͪवèततृता एव ं ͪवæवसनीय सूचना : इस रȣǓत से अनसुÛधानकता[ को मुÉय ͪवषय के 
अǓतǐरÈत सूचनाओं कȧ जानकारȣ भी हो जाती है िजÛहɅ भͪवçय मɅ अÛय ͩकसी 
अनसुंधान मɅ आवæयकतानसुार ĤयÈुत ͩकये जाने कȧ सàभावना रहती है । 

(vi) सूचना कȧ स×यता कȧ जाँच : अनसुÛधानकता[ अपने चातयु[ व अनभुव के आधार पर 
समकं संĒहण के दौरान सूचना कȧ स×यता कȧ जाँच कर सकता है । 

3.5.1.3 Ĥ×य¢ åयिÈतगत अनसुÛधान के दोष: Ĥ×य¢ åयिÈतगत अनसुंधान के दोष Ǔनàन 
Ĥकार हɇ:  

(i) प¢पात : यɮयͪप जाचंकता[ से अपे¢ा कȧ जाती है ͩक वह पणू[ Ǿप से Ǔनçप¢ रहे 
ͩफर भी åयिÈतगत प¢पात कȧ सàभावना रहती है जो जाँच काय[ को Ĥभाͪवत कर 
सकती है। 

(ii) ͪवèततृ ¢ेğ के ͧलए अनपुयÈुत : यह Ĥणालȣ ͪवèततृ ¢ेğ के ͧलए सदैव अनपुयÈुत 
होती है। 

(iii) ħामक Ǔनçकष[ : सीͧमत जाँच ¢ेğɉ से ĤाÜत समंकɉ मɅ सभी मह×वपणू[ त×वɉ का 
समावेश नहȣ ंहो सकता है । अत: सàभव है ये सàपणू[ समĒ का सहȣ ĤǓतǓनͬध×व न 
कर सके और Ǔनçकष[ ħामक हो । 

(iv) अपåयय : इसमɅ समय, धन तथा शिÈत का अपåयय होता है । 
3.5.1.4 Ĥ×य¢ åयिÈतगत अनसुÛधान के Ĥयोग सàबÛधी सावधाǓनयाँ: उपयÈुत दोषɉ के होते 

हु ए भी यह रȣǓत अÍछȤ है, परÛत ु इस पƨǓत का उपयोग करत े समय Ǔनàन 
सावधाǓनयɉ को Úयान मɅ रखा जाना चाǑहये: 

(i) अनसुÛधानकता[ åयवहारकुशल, मदृभुाषी व धैय[शील होना चाǑहए िजससे सूचना देने 
वालɉ का सहयोग और ͪवæवास ĤाÜत ͩकया जा सके । 

(ii) अनसुÛधानकता[ उस समĒ या ¢ेğ कȧ ͪवशेषताओं, रȣǓत–ǐरवाजɉ तथा भाषा इ×याǑद से 
पणू[ पǐरͬचत हो ।  

(iii) पछेू जाने वाले Ĥæन संͯ¢Üत व सारगͧभ[त हɉ । 
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(iv) अनसुÛधानकता[ को ǒबना प¢पात व पवूा[Ēह के जाँच काय[ करना चाǑहए । 
(v) अनसुÛधानकता[ को इस बात कȧ भी पिुçट कर लेनी चाǑहए ͩक Ĥæन सहȣ åयिÈत से 

पछेू गये हɇ और वह åयिÈत इन Ĥæनɉ के उ×तर देने मɅ स¢म है । 

3.5.2 अĤ×य¢ मौͨखक अनसुÛधान (Indirect Oral Investigation)  

अनसुÛधान का ¢ेğ ͪवèततृ व जǑटल ĤकृǓत का होने पर अनसुÛधानकता[ के ͧलए यह 
सàभव नहȣ ंहो पाता है ͩक वह Ĥ×य¢ Ǿप से अनसुÛधान ¢ेğ कȧ सभी इकाइयɉ से 
Ĥ×य¢ सàपक[  èथाͪपत कर सूचना ĤाÜत कर सके । इस िèथǓत मɅ वह ततृीय 
प¢कारɉ, िजÛहɅ उस ͪवषय के बारे मɅ जानकारȣ है, के सहयोग से सूचनाएँ ĤाÜत कȧ 
जाती हɇ । िजन åयिÈतयɉ से अĤ×य¢ एव ंमौͨखक Ǿप से सàबिÛधत सूचना ĤाÜत कȧ 
जाती है, उÛहɅ सा¢ी कहा जाता है । सा¢ी वे åयिÈत होत े हɇ िजनकȧ सàबिÛधत 
åयिÈतयɉ से घǓनçठता होती है और जो उनके ͪवषय मɅ अͬधकृत सचूना व परामश[ दे 
सकɅ  । 
यह रȣǓत ऐसी समèयाओं के ͧलए अͬधक उपयÈुत रहती है जहाँ सचूना दाताओं के 
समèया के सàबÛध मɅ परèपर ͪवरोधी ͪवचार हɉ । 

3.5.2.1 अĤ×य¢ मौͨखक अनसुÛधान कȧ उपयÈुतता: यह रȣǓत ऐसे अनसुÛधानɉ के ͧलए अͬधक 
उपयÈुत है जहाँ: 

(i) ¢ेğ सीͧमत हो, 
(ii) शुƨता पर अͬधक जोर देना हो 
(iii) आँकड़ ेगÜुत रखने हɉ 
(iv) आँकड़ɉ कȧ मौͧलकता पर जोर देना हो । 

3.5.2.2 अĤ×य¢ मौͨखक अनसुÛधान के गणु: अĤ×य¢ मौͨखक अनसुÛधान के गणु Ǔनàन 
Ĥकार हɇ। 

(i) ͪवशेष£ɉ कȧ सàमǓत : इस रȣǓत मɅ अनसुÛधान के ͪवषय पर ͪवशेष£ɉ कȧ राय तथा 
उनके सुझाव ĤाÜत हो जात ेहɇ । प¢ और ͪवप¢ के åयिÈतयɉ से पछूताछ करने से 
समèया के ͪवͧभÛन पहलुओं का ͪववेचन हो जाता है । 

(ii) Ǔनçप¢ता : इस रȣǓत के अनसुार संकͧलत आँकड़ े अनसुÛधानकता[ के åयिÈतगत 
प¢पात से Ĥभाͪवत नहȣ ंहोते । 

(iii)  ͧमतåयǓयता : इस पƨǓत मɅ समय, धन व पǐरĮम कम लगत ेहɇ । काय[ शीēता से 
हो जाता है और अͬधक परेशानी नहȣ ंउठानी पड़ती । 

(iv) ͪ वèततृ ¢ेğ : यह रȣǓत ͪवèततृ ¢ेğ मɅ तथा ऐसे अनसुÛधानɉ मɅ उपयÈुत है जहा ँ
संसचूकɉ से Ĥ×य¢ सàपक[  सàभव या लाभĤद न हɉ । 

(v) गÜुत सूचना : इसमɅ अÛय प¢कारɉ से ऐसी सचूना ĤाÜत हो जाती है जो èवय ंसचूक 
अपने बारे मɅ या तो देना नहȣ ंचाहता या गलत सूचना देता है । जैसे– पǓूत[ ͪवभाग के 
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Ǔनरȣ¢क राशन काड[ बनात ेसमय पǐरवार के सदèयɉ कȧ संÉया कȧ स×यता कȧ जाँच 
पड़ोͧसयɉ से पछूकर कर लेत ेहै । 

3.5.2.3  अĤ×य¢ मौͨखक अनसुÛधान के दोष: अĤ×य¢ मौͨखक अनसुंधान के दोष 
Ǔनàनͧलͨखत हɇ: 

(i) उÍचèतरȣय शुƨता कȧ कमी : Ĥ×य¢ अनसुÛधान कȧ अपे¢ा इस रȣǓत मɅ ĤाÜत समंकɉ 
मɅ शुƨता कȧ कमी रहती है । 

(ii) प¢पातपणू[ ͪवचार : िजन साͯ¢यɉ से सूचना एकğ कȧ जाती है, हो सकता है ͩक वे 
लापरवाहȣ, प¢पात या अ£ानता के कारण झूठȤ सूचनाएँ दे दɅ । इसका Ĥभाव 
अनसुÛधान के Ǔनçकषɟ पर पड़ता है । 

(iii) एकǾपता का अभाव : ͪवͧभÛन ĤकृǓत के सूचकɉ से ĤाÜत सचूना मे सजातीयता का 
गणु समाÜत हो जाता है, िजससे समकं अतुलनीय हो जात ेहɇ । 

3.5.2.4 अĤ×य¢ मौͨखक अनसुÛधान के Ĥयोग सàबÛधी सावधाǓनयाँ: इस पƨǓत का उपयोग 
करत ेसमय Ǔनàन सावधाǓनयɉ को Úयान मɅ रखा जाना चाǑहये: 

(i) सूचना देने वाले साͯ¢यɉ (witnesses) कȧ संÉया पया[Üत व सभी वगȾ का 
ĤǓतǓनͬध×व करनी वालȣ होनी चाǑहए । 

(ii) िजन साͯ¢यɉ से सूचना ĤाÜत कȧ जा रहȣ है उनकȧ बात पर ǒबना पिुçट ͩकये पणू[ 
ͪवæवास नहȣ ंकरना चाǑहए । 

(iii) यह सुǓनिæचत ͩकया जाना आवæयक है ͩक िजन åयिÈतयɉ से सूचना ĤाÜत करनी है, 
उनको सàबिÛधत तØयɉ कȧ यथेçठ जानकारȣ है, सूचना देने मɅ लापरवाहȣ व उदासीन 
नहȣ ंहɇ तथा उनकȧ मानͧसक िèथǓत ठȤक है । 

(iv) यह Úयान मɅ रखा जाना चाǑहए ͩक िजस åयिÈत के माÚयम से सूचना ĤाÜत कȧ जा 
रहȣ है वह उस ͪवषय के प¢ या ͪवप¢ मɅ प¢पातपणू[ धारणा तो नहȣ ंरखता है । यǑद 
ऐसा हुआ तो पǐरणाम ħामक हɉगे । 

(v) अनसुÛधानकता[ को चतरुाई, ͪवनĨता, धैय[ व Ǔनçप¢ता से काय[ करना चाǑहए । 
(vi) जहा ँतक सàभव हो, सूचना एकǒğत करने वाला åयिÈत, सूचनादाताओं का ͪवæवासपाğ 

एव ंĤभावशालȣ åयिÈत×व का होना चाǑहए । 

3.5.3 संवाददाताओं या èथानीय İोतɉ से सचूना–ĤािÜत (Information through 
Correspondents or Local Source)  

जब ͪवͧभÛन èथानɉ से Ǔनयͧमत Ǿप से सूचना ĤाÜत करना आवæयक होता है तो 
अनसुÛधानकता[ ͪवͧभÛन èथानɉ पर èथानीय åयिÈतयɉ या संवाददाताओं कȧ सचूना देने 
के ͧलए ǓनयिुÈत कर देता है । ये लोग समय–समय पर अनसुÛधानकता[ को अͬधकतर 
अपने अनभुव पर या अनमुान लगाकर आवæयक सूचना भेजत े रहत े हɇ । 
अनसुÛधानकता[ उन सचूनाओं को सàपाǑदत करके अपने उपयोग मɅ लाता है । यह 
रȣǓत अͬधकतर समाचार–पğɉ व पǒğकाओं ɮवारा वèतुओं के बाजार भाव £ात करने, 
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सरकार ɮवारा फसलɉ के अनमुाǓनत मÖडी मूãय £ात करने आǑद के ͧलए Ĥयोग कȧ 
जाती है । कौनर के अनसुार, “यह रȣǓत तब उपयोगी रहती है जबͩक सèत े एव ं
शीēता से आँकड़ ेĤाÜत करने हɉ तथा पǐरशुƨता ͪवशेष मह×व न रखती हो ।” 
3.5.3.1 संवाददाताओं या èथानीय İोतɉ से सूचना ĤािÜत कȧ उपयÈुतता: यह रȣǓत ऐसे 

अनसुÛधानɉ के ͧलए अͬधक उपयÈुत है जहा ँशुƨता कȧ आवæयकता नहȣ ंहोती, 
केवल अनमुान और Ĥविृ×तयाँ हȣ £ात करनी होती हɇ । 

3.5.3.2 संवाददाताओं या èथानीय İोतɉ से सचूना ĤािÜत के गणु: संवाददाताओं या 
èथानीय İोतɉ से सूचना ĤािÜत के गणु Ǔनàन Ĥकार है। 

(i) ͧमतåयǓयता : इस रȣǓत मɅ समय, शिÈत और धन कȧ बचत होती है । सूचना 
शीēता से और कम खच[ मे ĤाÜत हो जाती है । 

(ii) åयापक ¢ेğ : इस रȣǓत से दरू–दरू के èथानɉ से लगातार सचूना ĤाÜत कȧ जा 
सकती है िजससे åयापक ¢ेğ का अनसुÛधान ͩकया जा सकता है । 

(iii) सततता : सूचना संĒहण कȧ इस रȣǓत मɅ सूचना लगातार ĤाÜत होती रहती है 
िजससे अनमुान कȧ आवæयकता नहȣ ंपड़ती । 

(iv) लोचशीलता : सूचना संĒहण के ͧलए संवाददातातɉ को समय–समय पर पǐरवǓत[त व 
पǐरशोͬधत आदेश Ǒदये जा सकत ेहɇ । 

3.5.3.3 संवाददाताओं या èथानीय İोतɉ से सूचना ĤािÜत के दोष : संवाददाताओं या èथानीय 
İोतɉ से सूचना ĤािÜत के दोष Ǔनàन Ĥकार हɇ : 

(i) मौͧलकता का अभाव : संकͧलत सामĒी मɅ मौͧलकता कȧ कमी रहती है Èयɉͩक यह 
Ĥाय: अनमुान या अनभुव के आधार पर भेजी जाती है । 

(ii) उÍच èतरȣय शुƨता का अभाव : संकͧलत समकंɉ से ĤाÜत Ǔनçकषɟ से उÍच èतरȣय 
शुƨता कȧ आशा नहȣ ंकȧ जा सकती है । 

(iii) एकǾपता का अभाव  :  अलग–अलग संवाददाता समकं संĒह करने मɅ अलग–अलग 
ͪवͬधयɉ का Ĥयोग करत ेहɇ िजससे समंकɉ मɅ एकǾपता नहȣ ंरहती है । 

(iv) प¢पात : एकǒğत सामĒी पर संवाददाताओं के åयिÈतगत प¢पात कȧ Ĥ×य¢ छाप 
रहती है। इससे संकͧलत समंक अशुƨ और अस×य होत ेहɇ पǐरणामèवǾप गलत एवं 
ħामक Ǔनçकष[ Ǔनकलने कȧ पणू[ सàभावना रहती है । 

(v) अनमुान पर आधाǐरत  :  इसमɅ सामĒी संकलन केवल अनमुान पर आधाǐरत होता है । 
 

3.5.3.4 संवाददाताओं या èथानीय İोतɉ से सूचना ĤािÜत के Ĥयोग सàबÛधी सावधाǓनया:ँ इस 
पƨǓत का उपयोग करत ेसमय Ǔनàन सावधाǓनयɉ को Úयान मɅ रखा जाना चाǑहये: 

(i) संवाददाता इतने योÊय एव ंकुशल हɉ ͩक वे समèया को ठȤक Ĥकार से समझ लɅ । 
(ii) संवाददाताओं को चाǑहए ͩक वे काय[ मɅ ǽͬच लेकर अपने क×त[åय का पालन करɅ । 
(iii) संवाददाता åयिÈतगत ͪवचारधारा व प¢पात के दोष से सदैव दरू रहɅ । 
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(iv) संवाददाताओं कȧ संÉया अͬधक से अͬधक रखी जाए ताͩक ĤाÜत सूचनाओं को ͧमलाकर 
अशुͪƨ कȧ जाचँ कȧ जा सके । 

3.5.4 सूचकɉ ɮवारा Ĥæनावलȣ भरकर सूचना–ĤािÜत (Information through 
Questionnaire to filled in by Informants)  

इस रȣǓत के अनसुार अनसुÛधानकता[, सव[Ĥथम जाँच से सàबिÛधत Ĥæनɉ कȧ एक 
Ĥæनावलȣ तैयार करता है । ͩफर वह उसकȧ अनेक ĤǓतया ँडाक ɮवारा सूचना देने वालɉ 
के पास भेज देता है जो उसको भरकर Ǔनिæचत Ǔतͬथ तक लौटा देत ेहɇ । संसचूकɉ का 
सहयोग व ͪवæवास ĤाÜत करने के ͧलए वह सूचना को गÜुत रखने का आæवासन देता 
है तथा अनसुचूी से संलÊन अनरुोध–पğ ɮवारा वह जाँच का उƧेæय èपçट कर देता है । 
अनसुूची तैयार करत ेसमय इस बात का Úयान रखना चाǑहए ͩक Ĥæन सरल, èपçट 
और छोटे हɉ, संÉया मɅ कम हɉ, उ×तेजना, शंका या ͪवरोध उ×पÛन करने वाले न हɉ, 
अनसुÛधान से Ĥ×य¢ Ǿप से सàबिÛधत हɉ और उ×तर अͬधकतर “हाँ” अथवा 
‘ना’ या 'अंक 1, 2,3 ... के Ǿप मɅ ĤाÜत ͩकया जा सकɅ  । इस Ĥकार कȧ 
सावधाǓनया ँलेने पर यह रȣǓत उपयोगी ͧसƨ होती है । 

3.5.4.1 Ĥæनावलȣ ɮवारा सूचना–ĤािÜत कȧ उपयÈुतता: समंक संĒहण कȧ यह Ĥणालȣ ऐसे 
ͪवèततृ ¢ेğ के ͧलए अͬधक उपयÈुतता है जहा ँ सूचना देने वाले ͧशͯ¢त हɉ । 
अͬधकतर मत–सवȶ¢ण, उपभोÈताओं कȧ ǽͬचयɉ का अनसुÛधान आǑद इस रȣǓत ɮवारा 
ͩकये जात े हɇ । भारत मɅ सरकार ɮवारा उɮयोगɉ के वाͪष[क सवȶ¢ण के ͧलए यह 
Ĥणालȣ अपनाई जाती है । 

3.5.4.2 Ĥæनावलȣ ɮवारा सूचना–ĤािÜत के गणु: सचूकɉ ɮवारा अनसुूͬचया ँभरकर सचूना–ĤािÜत के 
गणु Ǔनàन Ĥकार हɇ: 

(i) ͪवèततृ ¢ेğ : इस रȣǓत के माÚयम से ͪवèततृ ¢ेğ का अनसुÛधान ͩकया जा सकता है 
। 

(ii) मौͧलकता : इस रȣǓत से नये ͧसरे से समंकɉ का संĒहण होता हे, अत: संĒहȣत समंकɉ 
मɅ मौͧलकता रहती है । 

(iii)  ͧमतåयǓयता : इस रȣǓत से कम समय व कम खच[ मɅ ͪवशाल ¢ेğ कȧ सूचनाएँ 
उपलÞध कȧ जा सकती है । Ĥो. ए.आर इलͧस[क के अनसुार, “यह रȣǓत, िजसका कभी 
åयापक Ĥयोग होता था, तुलना×मक Ǿप से कम लागत पर åयापक ¢ेğ मɅ अनसुÛधान 
करने का लाभ रखती है और अनसुÛधान ¢ेğ िजतना åयापक होगा, ĤाǾप (Ĥæनावलȣ) 
भरने से होने वालȣ गलǓतयɉ कȧ सàभावना उतनी हȣ कम हो जायेगी ।” 

(iv) अͧभनǓत से मुिÈत : Ĥæनावलȣ मɅ सचूनाएँ èवय ंसूचकɉ ɮवारा हȣ भरȣ जाती है, अत: 
संĒहȣत समकं व इससे ĤाÜत पǐरणाम अनसुÛधानकता[ कȧ अͧभनǓत से मुÈत रहत ेहɇ 
। 
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(v) पया[Üत ĤǓतǓनͬध×व : सèती होने के कारण इस रȣǓत मɅ अनसुÛधान का ¢ेğ 
आवæयकतानसुार बढ़ाया जा सकता है अथवा समĒ मɅ से बड़ा ĤǓतदश[ ͧलया जा सकता 
है िजससे ĤǓतदश[ समĒ का अͬधक ĤǓतǓनͬध हो जाये व पǐरणाम अͬधक ͪवæवसनीय 
हो सकɅ  । 

3.5.4.3 Ĥæनावलȣ ɮवारा भरकर सूचना–ĤािÜत के दोष : सूचकɉ ɮवारा अनसुूͬचया ँभरकर सूचना–
ĤािÜत के दोष Ǔनàन Ĥकार हɇ : 

(i) अèपçट एव ंअपणू[ सूचना : सूचकɉ पर कोई ĤǓतबÛध न होने के कारण वे Ĥæनावͧलया ँ
वापस नहȣ ं भेजत ेहɇ और जो वापस भेजत ेहɇ उनमɅ से 10% से 20% तक अपणू[ 
रहती हɇ। सूचकɉ के अǽͬचकर होने के कारण सूचनाएँ अͬधकतर अèपçट एव ंअपणू[ 
रहती हɇ।  

(ii) शुƨता का अभाव : ĤाÜत सचूना मɅ शुƨता कȧ कमी रहती है । यǑद Ĥæनावलȣ को 
सावधानी से तैयार नहȣ ं ͩकया गया तो सचूकɉ ɮवारा Ĥæनɉ के गलत अथ[ लगाये 
जाएंगे। इससे गलत सूचना एव ंǓनçकष[ ĤाÜत हɉगे । 

(iii) लोचशीलता का अभाव : यह रȣǓत लोचदार नहȣ ंहै Èयɉͩक अपणू[ सूचना ĤाÜत होने पर 
परूक Ĥæनɉ का पछूना भी सàभव नहȣ ंहै । 

(iv) ͧ शͯ¢त ¢ेğ तक सीͧमत : यह रȣǓत केवल ͧशͯ¢त सूचकɉ के ͧलए हȣ उपयÈुत है । 
अत: इसका ¢ेğ भी सीͧमत होता है । 

(v) प¢पात : सचूकɉ के प¢पातपणू[ ǽख व लापरवाहȣ से गलत उ×तर ĤाÜत हो सकत ेहɇ 
िजससे ħामक एव ंगलत Ǔनçकष[ ĤाÜत हɉगे । 

(vi) सूचना–Ĥेषण मɅ भय : सचूक Ĥæनɉ का उ×तर ͧलͨखत मɅ देने से घबराते हɇ Èयɉͩक कहȣं 
सूचना उनके ͪवǽƨ ĤयÈुत न कर लȣ जाए ।  

(vii) गहन अÚययन असभंव : गहन अÚययन के ͧलए जानकारȣ अ×यÛत आवæयक 
है । ऐसी जानकारȣ ͪवèततृ सचूना वालȣ Ĥæनावलȣ से हȣ उपलÞध हो सकती है लेͩकन 
सूचक Ĥाय: ͪवèततृ Ĥæनɉ का उ×तर हȣ नहȣ ंदेते हɇ । 

3.5.4.4 Ĥæनावलȣ भरकर सूचना–ĤािÜत के Ĥयोग सàबÛधी सावधाǓनयाँ: इस पƨǓत को अͬधक 
उपयोगी एव ंसफल बनाने के ͧलए Ǔनàन सावधाǓनया ँबरतनी चाǑहये: 

(i) Ĥæनावलȣ के Ĥæनɉ कȧ संÉया कम हो, Ĥæन सरल व èपçट हɉ । 
(ii) सूचनादाताओं का सहयोग, सदभावना एव ंͪवæवास ĤाÜत ͩकया जाये । 
(iii) पणू[ सूचनाएँ शीēता से ĤाÜत करने कȧ åयवèथा कȧ जाए । 
(iv) यह Úयान रखɅ ͩक कहȣ ंसूचकɉ मɅ प¢पात का भाव तो ǓनǑहत नहȣ ंहै । 

3.5.5 Ĥगणकɉ ɮवारा अनसुूͬचया ँ भरकर सूचना–ĤािÜत (Information through 
Schedules to be filled in by Enumerators)  

सूचकɉ ɮवारा अनसुूͬचया ँभरवा कर सूचना ĤाÜत करने मɅ अनेक कǑठनाइया ँआती हɇ 
तथा सूचना भी अपया[Üत व अशुƨ होती हɇ । इन कǑठनाइयɉ को दरू करने के ͧलए यह 
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रȣǓत अपनाई जाती है। इस रȣǓत मɅ अनसुÛधान के ͪवͧभÛन पहलुओं को Úयान मɅ 
रखत े हु ए अनसुूͬचया ँतैयार कȧ जाती हɇ । परÛत ुइन अनसुूͬचयɉ को Ĥ×य¢ Ǿप से 
सूचकɉ के पास नहȣ ं भेजा जाता वरन ्अनसुÛधानकता[ अनसुÛधान के ¢ेğ को अनेक 
भागɉ मɅ ͪवभÈत कर Ĥ×येक भाग के ͧलए Ĥगणकɉ कȧ ǓनयिुÈत कर देता है जो घर–
घर जाकर सूचकɉ से पछूताछ करके èवय ंअनसुूͬचयɉ को भरत ेहɇ। इस रȣǓत मɅ समकं 
संĒहण कȧ सफलता Ĥगणकɉ पर Ǔनभ[र करती हɇ । Ĥगणक पǐरĮमी, ईमानदार, 
काय[कुशल, सुͧशͯ¢त, धैय[वान व वाÈपटु होने चाǑहए । Ĥगणकɉ को सूचकɉ के रहन–
सहन, भाषा, रȣǓत–ǐरवाज आǑद कȧ परूȣ जानकारȣ होनी चाǑहए ताͩक वह उनसे 
ͪवæवसनीय सूचना संĒहȣत कर सकɅ  । 

3.5.5.1 Ĥगणकɉ ɮवारा अनसुूͬचया ँ भरकर सचूना–ĤािÜत कȧ उपयÈुतता: यह रȣǓत उन 
अनसुÛधानɉ मɅ अͬधक उपयÈुत है जहा ँका ¢ेğ अ×यÛत ͪवèततृ होता है तथा समय, 
धन और Įम भी उपलÞध है अथा[त ्सामाÛयतया सरकार हȣ इस रȣǓत का Ĥयोग करती 
है न ͩक Ǔनजी संèथाएँ । जैसे– जनगणना, आͬथ[क एव ंसामािजक सवȶ¢ण आǑद मɅ 
इस रȣǓत को अपनाया जाता है । 

3.5.5.2 Ĥगणकɉ ɮवारा अनसुूͬचया ँ भरकर सचूना–ĤािÜत के गणु: Ĥगणकɉ ɮवारा अनसुूͬचया ँ
भरकर सूचना–ĤािÜत के गणु Ǔनàन Ĥकार हɇ: 

(i) ͪवèततृ ¢ेğ: इस Ĥणालȣ ɮवारा अ×यÛत ͪवèततृ ¢ेğ मɅ सूचना ĤाÜत कȧ जा सकती 
है। 

(ii) शुƨता: इस रȣǓत मɅ शुƨता अͬधक होती है Èयɉͩक योÊय, Ĥͧशͯ¢त तथा अनभुवी 
Ĥगणकɉ ɮवारा सूचनाएँ संĒहȣत कȧ जाती हɇ । 

(iii) åयिÈतगत सàपक[ : Ĥगणकɉ का सूचकɉ से åयिÈतगत सàपक[  रहता है िजससे जǑटल 
Ĥæनɉ के भी शुƨ और ͪवæवसनीय उ×तर ĤाÜत हो सकत ेहɇ । 

(iv) Ǔनçप¢ता: इसमɅ åयिÈतगत प¢पात का ͪवशेष Ĥभाव नहȣ ं पड़ता Èयɉͩक Ĥगणक 
अͬधकतर प¢ और ͪवप¢ दोनɉ Ĥकार के होत ेहɇ । 

(v) अͧशͯ¢त åयिÈतयɉ से सूचना: Ĥगणक अͧशͯ¢त åयिÈतयɉ से भी सूचना संĒहȣत कर 
सकत ेहɇ।  

3.5.5.3 Ĥगणकɉ ɮवारा अनसुूͬचया ँ भरकर सूचना–ĤािÜत के दोष: Ĥगणकɉ ɮवारा अनसुूͬचया ँ
भरकर सूचना–ĤािÜत के दोष Ǔनàनͧलͨखत हɇ: 

(i) अͬधक åयय : इस रȣǓत मɅ समंक संĒहण मɅ Ĥगणकɉ के Ĥͧश¢ण व ǓनयिुÈत मɅ 
काफȧ धन खच[ करना होता है । 

(ii) अͬधक समय : तØय संĒहण मɅ पया[Üत समय लग जाता है िजससे कई बार संĒहȣत 
समकंɉ का मह×व नहȣ ंके बराबर रह जाता है । 

(iii) Ĥगणकɉ के प¢पात का Ĥभाव : यǑद Ĥगणक अनसुÛधान के सàबÛध मɅ एकप¢ीय 
ͪवचार रखत ेहɇ तो संĒहȣत समकंɉ मɅ Ĥगणकɉ के ͪवचार का काफȧ समावेश हो जाता 
है। 
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(iv) Ǔनरȣ¢ण कȧ अåयवèथा  :  Ĥगणकɉ के काय[ का Ǔनरȣ¢ण करना एक सरल काय[ नहȣ ंहै 
। इसकȧ उͬचत åयवèथा के अभाव मɅ समंक शुƨ Ǿप से ĤाÜत नहȣ ंहɉगे । 

(v) संगठन मɅ कǑठनाई : इस रȣǓत मɅ समंक संĒहण व Ĥͧश¢ण के सुǺढ़ संगठन कȧ 
आवæयकता होती है ।  

3.5.5.4 Ĥगणकɉ ɮवारा अनसुूͬचया ँभरकर सूचना–ĤािÜत के Ĥयोग सàबÛधी सावधाǓनयाँ : इस 
रȣǓत कȧ सफलता Ĥæनावलȣ कȧ उ×तमता और Ĥगणकɉ कȧ ईमानदारȣ एव ंयोÊयता पर 
पया[Üत सीमा तक Ǔनभ[र करती है । अत: इसका Ĥयोग करत ेसमय Ǔनàनͧलͨखत 
सावधाǓनयɉ का Úयान रखना चाǑहये : 

(i) Ĥगणकɉ कȧ ǓनयिुÈत के समय यह जाँच कर लेना चाǑहए ͩक वे Ǔनपणु, ईमानदार व 
पǐरĮमी हɉ ।  

(ii) Ĥͧश¢ण के बाद उÛहɅ एक अनसुचूी भरकर नमूनाथ[ दे देनी चाǑहए । 
(iii) Ĥæनɉ कȧ संÉया कम, सरल व èपçट होनी चाǑहए । 
(iv) उ×तरɉ कȧ पिुçट करने के ͧलए Ĥगणकɉ से Ĥæन पछू लेना चाǑहए । 
(v) Ĥगणकɉ के काय[ का समय–समय पर Ǔनरȣ¢ण भी आवæयक है । 
(vi) Ĥगणक काय[ मɅ पणू[Ǿप से ǽͬचकर हɉ तथा ¢ेğीय भाषा का £ान और åयवहार–कुशल 

होना भी आवæयक है । 

3.6 उपयुÈत रȣǓत का चयन (Selection of a Suitable Method) 
समकंɉ के संĒहण कȧ सभी रȣǓतया ँअपनी Ǻिçट से उपयÈुत हɇ । Ĥ×येक रȣǓत के अपने 
गणु व दोष हɇ । अत: सव[Įेçठ रȣǓत का चयन करना जǑटल काय[ है । कहȣं पर एक 
रȣǓत उपयÈुत हो सकती है, जबͩक दसूरȣ समèया के अÚययन के ͧलए अÛय रȣǓत 
उपयÈुत हो सकती है । 
डॉ. बाउले के अनसुार, “संकलन तथा सारणीयन मɅ सामाÛय £ान Ĥमुख आवæयकता 
तथा 'अनभुव’Ĥमुख ͧश¢क होत ेहɇ । '' अत: यह बतलाना ͩक सभी पǐरिèथǓतयɉ मɅ 
कौन–सी रȣǓत उपयÈुत है, अ×यÛत कǑठन है Èयɉͩक जाँच कȧ आवæयकतानसुार 
उपयÈुत रȣǓत का चयन करना पड़ता है । Ĥाय: उपयÈुत रȣǓत का चुनाव करत ेसमय 
Ǔनàनांͩकत बातɉ का Úयान रखना चाǑहए: 

1. अनसुÛधान कȧ ĤकृǓत (Nature of Investigation) : समकं संĒहण के ͧलए ͩकस 
रȣǓत को काम मɅ लाया जावे, यह अनसुÛधान कȧ ĤकृǓत पर अ×यͬधक Ǔनभ[र करता है। 
यǑद अनसुÛधान कȧ ĤकृǓत ऐसी है िजसमɅ सूचना देने वालɉ से Ĥ×य¢ सàपक[  रखना 
आवæयक है, जैसे Ǔनर¢र व अͧशͯ¢त ͩकसानɉ के रहन–सहन कȧ िèथǓत का अÚययन 
करना हो तो Ĥ×य¢ åयिÈतगत अनसुÛधान आवæयक है । यǑद ¢ेğ के ͪवèततृ होने से 
या अÛय ͩकसी कारण से Ĥ×य¢ åयिÈतगत सàपक[  सàभव या आवæयक न हो तो 
अĤ×य¢ मौͨखक अनसुÛधान अपेͯ¢त है । यǑद सूचकɉ से ͧलͨखत Ǿप से सूचना ĤाÜत 
करनी हो तथा सूचक ͧशͯ¢त हɉ तो उनसे Ĥæनावलȣ भरवाकर डाक ɮवारा ĤाÜत करना 
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अपेͯ¢त है । यǑद कुछ सूचक अͧशͯ¢त हɇ उदाहरण के ͧलए जनगणना करनी हो तो 
Ĥगणकɉ कȧ सहायता लेना आवæयक है । 

2. उƧेæय एव ं ¢ेğ (Objects and Scope) : यǑद जाँच के सीͧमत ¢ेğ मɅ अनेक 
ͪवषयɉ पर सूचना एकǒğत करनी हो तो Ĥ×य¢ åयिÈतगत अनसुÛधान उपयÈुत हɇ 
ͩकÛत ुएक ͪवèततृ ¢ेğ मɅ Ǔनयͧमत सूचना ĤाÜत करने के ͧलए संवाददाताओं ɮवारा 
सूचना ĤाÜत करना हȣ उपयÈुत होगा । ͪवèततृ ¢ेğ मɅ åयापक अनसुÛधान के ͧलए 
Ĥगणकɉ ɮवारा अनसुूͬचयाँ भरवाकर सूचना एकǒğत कȧ जा सकती है । 

3. उपलÞध आͬथ[क साधन (Financial Resources) : अनसुÛधानकता[ के उपलÞध 
ͪव×तीय साधनɉ पर Ǔनभ[र करता है ͩक ͩकस रȣǓत को अपनाया जावे । आͬथ[क साधन 
पया[Üत होने पर Ĥ×य¢ åयिÈतगत अनसुÛधान अथवा Ĥगणकɉ ɮवारा अनसुचूी भरवाने 
कȧ ͪवͬधयɉ को अपनाया जा सकता है, Èयɉͩक ये ͪवͬधया ँखचȸलȣ हɇ । पया[Üत ͪव×तीय 
साधनɉ के अभाव मɅ डाक ɮवारा Ĥæनावलȣ भरवाने कȧ रȣǓत अपनायी जा सकती है, 
Èयɉͩक यह रȣǓत अपे¢ाकृत सèती है । 

4. शुƨता का èतर (Standard of Accuracy) : िजतनी शुƨता कȧ माğा वांछनीय 
समझी जाए उसी के अनसुार संकलन रȣǓत का चुनाव करना आवæयक है । ͪवèततृ ¢ेğ 
मɅ अ×यͬधक शुƨता Đमश: Ĥगणकɉ के ɮवारा अनसुूͬचया ँभरवाकर ĤाÜत कȧ जा सकती 
है । अĤ×य¢ अनसुÛधान मɅ अͬधक शुƨता ĤाÜत नहȣ ंकȧ जा सकती है । 

5. उपलÞध समय (Available Time) : अनसुÛधान के ͧलए उपलÞध समय भी 
अनसुÛधान कȧ रȣǓत के चुनाव को Ĥभाͪवत करता है । यǑद सूचनाएँ कम समय मɅ 
ĤाÜत करनी हɇ तो संवाददाताओं से Ĥæनावͧलया ँभरवाकर सूचना ĤाÜत कȧ जा सकती 
हɇ, जबͩक पया[Üत समय होने पर åयिÈतगत अनसुÛधान या Ĥगणकɉ के माÚयम से 
सूचना संĒहȣत कȧ जा सकती हɇ । 

6. अÛय पǐरिèथǓतया ँ (Other Circumstances) : अनसुÛधान रȣǓत का चुनाव करत े
समय सूचकɉ कȧ योÊयता व रहन–सहन, Ĥगणकɉ के Ĥͧश¢ण कȧ åयवèथा, Ĥæनावलȣ 
के Ǔनमा[ण व छपवाने कȧ åयवèथा व अनसुÛधान ¢ेğ मɅ राजनǓैतक व सामािजक 
पǐरिèथǓतयɉ का ͪवशेष Úयान रखा जाना चाǑहए । 
अत: सामĒी संĒहण कȧ ͪवͧभÛन रȣǓतयɉ कȧ उपयÈुतता अनसुÛधान के उƧेæय, ¢ेğ, 
उपलÞध समय, पǐरिèथǓत, उपलÞध धनराͧश आǑद अनेक बातɉ पर Ǔनभ[र करती है । 
उदाहरण 1 : 
Ǔनàन उƧेæयɉ हेत ुसमंक संĒहण कȧ कौन–सी ͪवͬध अͬधक उपयÈुत है और Èयɉ? 
Which is the most suitable method of collection of data for the 
following purposes and why? 

(i) ͩकसी नये उ×पाद कȧ ǒबĐȧ के बारे मɅ जानकारȣ ĤाÜत करनी है । 
Information is to be gathered about the sale of a certain new 
product. 
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(ii) भारत के ͪवɮयालयɉ मɅ काय[रत अÚयापकɉ के जीवन–èतर के सàबÛध मɅ मानव 
संसाधन मÛğालय ɮवारा सूचना एकǒğत करनी है । 
Information is to be collected for living standard of school teachers 
of India by the Ministry of Human Resource Development. 

(iii) महाͪवɮयालयɉ मɅ छाğɉ कȧ उपिèथǓत कȧ ĤवǓृत कȧ जानकारȣ ĤाÜत करना । 
Information is to be gathered about the attendance of students In 
colleges. 

(iv) भारतीय इèपात Ĥाͬधकरण ͧलͧमटेड कȧ लाभदायकता का ͪवæलेषण करना है । 
Profitability of Steel Authority of India Ltd. Is to be analysed 

(v) ͩकसी दैǓनक समाचार–पğ ɮवारा ͪवͧभÛन èकÛध बाजारɉ मɅ अंशɉ व ऋण–पğɉ के 
ĤǓतǑदन उƨृत बाजार मूãय कȧ जानकारȣ करनी है । 
To know the market prices of share and debentures quoted Daily 
in different stock exchanges by a daily newspaper. 

(vi) सीमेÛट फैÈटरȣ के 100 Įͧमकɉ का आय–åयय सàबÛधी अÚययन करना । 
The study of income and expenditure of 100 workers of Cement 
Factory. 

(vii) अलवर शहर के ऑटो–ǐरÈशा चालकɉ कȧ आͬथ[क िèथǓत कȧ जानकारȣ ĤाÜत करना । 
To know the economic condition of Auto–Rickshaw pullers in Alwar 
city. 

(viii) एक शोधकता[ ɮवारा भारत सरकार के 2008–2009 के रेलवे बजट का ͪवæलेषण 
करना है  
The railway budget of Indian Government of 2008–2009 is to be 
analyzed by a researcher.  

(ix) चुनाव का उͬचत समय Ǔनधा[रण करने हेत ुस×ताǾढ़ दल ɮवारा सूचनाएँ एकǒğत करना। 
Informations to be gathered by the ruling party to decide 
appropriate time Of election. 
हल (Solution) : 
ͪवͧभÛन उƧेæयɉ हेत ुसमंक संĒहण कȧ उपयÈुत ͪवͬधयɉ के Ĥकारɉ को Ǔनàन ताͧलका 
के ɮवारा èपçट ͩकया गया है : 

समकं संĒहण हेत ुउपयÈुत ͪवͬध 
 ͪवषय वèत ु उपयÈुत ͪवͬध èपçटȣकरण 

(i)  नये उ×पाद कȧ ǒबĐȧ के बारे 
जानकारȣ 

फुटकर ͪवĐेताओं से Ĥ×य¢ 
åयिÈतगत अनसुÛधान 
(Ĥाथͧमक समकं) 

अͬधक ͪवæवसनीयता 
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(ii)  अÚयापकɉ के जीवन èतर 
सàबÛध मɅ एच.आर.डी. 
ɮवारा ĤाÜत करना 

सूचकɉ ɮवारा Ĥæनावलȣ 
भरवाकर (Ĥाथͧमक समकं) 

सͧमǓत ¢ेğ एव ंवग[ 

(iii)  महाͪवɮयालयɉ मɅ छाğɉ 
उपिèथǓत कȧ Ĥविृ×त कȧ 
जानकारȣ 

अĤकाͧशत सामĒी उपिèथǓत 
पिंजका (ɮͪवतीयक समकं) 

छाğɉ ɮवारा Ĥद×त 
सूचना  
ͪवæवसनीय नहȣ ं

(iv)  इèपात Ĥाͬधकरण 
लाभदायकता कȧ' गणना 

Ĥकाͧशत İोत  
(ɮͪवतीयक समकं) 

वाͪष[क ĤǓतवेदन ɮवारा 

(v)  दैǓनक समाचार– पğ के ͧलए 
èकÛध बाजारɉ मɅ अंशɉ एव ं
ऋण– पğɉ के ĤǓतǑदन उǺत 
बाजार मूãय 

èथानीय İोतɉ या संवाददाताओं 
ɮवारा (Ĥाथͧमक समकं) 

ͪवèततृ ¢ेğ अͬधक 
शुƨता कȧ आवæयकता 
नहȣ ं

(vi)  सीमेÛट फैÈटरȣ के Įͧमकɉ 
आय–åयय सàबÛधी अÚययन 

Ĥ×य¢ åयिÈतगत अनसुÛधान 
(Ĥाथͧमक समकं) 

सͧमǓत ¢ेğ एव ंअͬधक  
ͪवæवसनीयता 

(vii) ऑटो–ǐरÈशा चालकɉ कȧ 
आͬथ[क िèथǓत 

Ĥगणकɉ ɮवारा अनसुूͬचया ँ
भरवाकर (Ĥाथͧमक समकं) 

सͧमǓत ¢ेğ, अͬधक 
नहȣं होना, गहन 
अÚययन 

(viii) भारत सरकार के 2008–
2009 के रेलवे बजट का 
ͪवæलेषण 

Ĥकाͧशत İोत– सरकारȣ Ĥकाशन 
(ɮͪवतीयक समकं) 

रेलवे मÛğालय ɮवारा 
Ĥकाͧशत रेलवे बजट 

(ix)  स×ताǾढ़ दल ɮवारा चुनाव 
Ǔनधा[रण हेत ु 
 

अĤ×य¢ मौͨखक अनसुÛधान ͪवèततृ ¢ेğ, अत: 
åयिÈतगत सàपक[  
संभव नहȣ ं

3.7 Ĥæनावलȣ तथा अनुसूची (Questionnaire and Schedule) 
सांिÉयकȧय अनसुÛधान मɅ चाहे संगणन रȣǓत का Ĥयोग ͩकया जाये अथवा Ǔनदश[न 
रȣǓत का, Ĥाथͧमक समंकɉ के संकलन के ͧलए Ĥæनावͧलयाँ या अनसुूͬचयɉ का åयापक 
Ĥयोग ͩकया जाता है। सचूनादाताओं से अथवा Ĥगणकɉ ɮवारा अनसुूͬचयाँ अथवा 
Ĥæनावͧलया ँ भरवाकर आवæयक जानकारȣ सकंͧलत कȧ जाती है । सरकार ɮवारा 
जनगणनाओं के अÛतग[त अनसुूͬचयɉ के Ĥयोग से हम भलȣ–भाँǓत पǐरͬचत हɇ ͩकÛत ु
आज अनेक åयावसाǓयक संगठन Ĥæनावͧलयɉ के माÚयम से अपनी मɅ सधुार करने हेत ु
Ēाहकɉ का मत जानत ेहɇ । 
हालांͩक åयवहार मɅ 'Ĥæनावलȣ' तथा 'अनसुचूी ' (Schedule) दोनɉ शÞदɉ का Ĥयोग एक 
हȣ अथ[ मɅ ͩकया जाता है परÛत ुकई ¢ेğɉ मɅ इनमɅ अÛतर पाया जाता है । 'अनसुूची' 
Ĥæनɉ कȧ वह सूची है िजसे Ĥगणकɉ ɮवारा सूचकɉ से पछूताछ करके भरा जाता है 
जबͩक ‘Ĥæनावलȣ' मɅ आवæयक जानकारȣ सूचकɉ ɮवारा हȣ भरȣ जाती है । इसी 
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सàबÛध मɅ यह कहा जा सकता है ͩक “Ĥæनावलȣ या अनसुूची वह Ĥलेख है िजससे 
सांिÉयकȧय अनसुÛधान कȧ ͪवͧशçट आवæयकताओं के सàबÛध मɅ Ĥæनɉ का समावेश 
होता है ताͩक सूचकɉ से Ĥ×य¢ अथवा Ĥगणकɉ ɮवारा सांिÉयकȧय जानकारȣ ĤाÜत कȧ 
जा सके।”  

3.7.1 Ĥæनावलȣ तैयार करना (Drafting of a Questionnaire)  

Ĥæनावलȣ ͪवͧभÛन Ĥæनɉ कȧ एक åयविèथत सचूी है िजसका उƧेæय, ͩकसी ͪवषय से 
सàबिÛधत åयिÈतयɉ से, डाक ɮवारा सूचनाएँ ĤाÜत करके Ĥाथͧमक सामĒी का संकलन 
करना होता है । अनेक अÚययन ͪवषय ¢ेğ इस Ĥकार के होत ेहɇ िजनसे सàबिÛधत 
ͪवषय–सामĒी एक हȣ èथान पर ĤाÜत न होकर अनेक èथान से ĤाÜत होती है । 
èवाभाͪवक है ͩक इन सभी अथवा इनमɅ से कुछ åयिÈतयɉ से Ĥ×य¢ Ǿप से ͧमलकर 
सूचनाओं का संĒह करना एक कǑठन काय[ है । एक दसूरे से बहु त दरू–दरू रहने वाले 
åयिÈतयɉ का सा¢ा×कार करने के ͧलए भी बहु त अͬधक समय और धन कȧ 
आवæयकता होती है । अत: Ĥæनावलȣ एक ऐसी Ĥͪवͬध है िजसे इन कǑठनाइयɉ का 
Ǔनराकरण करने के ͧलए Ĥयोग ͩकया जाता है । Ĥæनावलȣ मɅ सव[Ĥथम अÚययन हेत,ु 
ͪवͧभÛन प¢ɉ से सàबिÛधत िजन सूचनाओं कȧ आवæयकता होती है, उÛहɅ ĤाÜत करने 
के ͧलए कुछ ͪवशेष Ĥæनɉ का Ǔनमा[ण कर ͧलया जाता है । त×पæचात ्Ĥæनɉ कȧ यह 
सूची उ×तरदाताओं के पास इस Ǔनवेदन के साथ डाक ɮवारा भेज दȣ जाती है ͩक वे 
एक Ǔनधा[ǐरत अवͬध के अÛदर इसके उ×तर भेजने कȧ åयवèथा करɅ । अÛत मɅ डाक 
ɮवारा ĤाÜत उ×तर से जो सूचनाएँ ĤाÜत होती हɇ उÛहȣ ं के आधार पर अÚययन से 
सàबिÛधत Ǔनçकष[ Ǔनकाल ͧलये जात े हɇ । इस Ǻिçटकोण से Ĥæनावलȣ सा¢ा×कार 
Ĥͪवͬध का ͪवकãप (Alternative) है । 
Ĥारिàभक सवȶ¢ण (Pilot Survey) : Ĥæनावͧलयɉ को अनसुÛधान काय[ मɅ Ĥयोग मɅ 
लाने से पवू[ कुछ Ĥæनावͧलयɉ को नमूने के तौर पर भरवा कर देख लेना चाǑहए । इस 
Ĥकार ͩकये गये पवू[–परȣ¢ण को 'Ĥारिàभक सवȶ¢ण' कहा जाता है । यǑद अनसुÛधान 
बड़ ेपमैाने पर ͩकया जाता है तो Ĥारिàभक सवȶ¢ण और भी आवæयक होता है । यह 
सवȶ¢ण वाèतͪवक सवȶ¢ण का ĤǓतǾप हȣ होता है िजसके माÚयम से Ĥæनावͧलयɉ कȧ 
कमी का तथा आने वालȣ कǑठनाइयɉ का पवू[ हȣ आभास हो जाता है । इन अनभुवɉ के 
आधार पर Ĥगणकɉ को Ǔनदȶश Ǒदये जा सकत ेहɇ तथा आवæयकता होने पर Ĥæनɉ मɅ 
संशोधन ͩकया जा सकता है । 

3.7.2 अÍछȤ Ĥæनावलȣ के गणु (Merits of a Good Questionnaire) 

1. Ĥæनावलȣ का छोटा आकार (Short from of Questionnaire) : सूचनादाता 
Ĥæनावलȣ भरने अथवा Ĥæनɉ का उ×तर देने मɅ आनÛद का अनभुव नहȣ ंकरता है। अत: 
Ĥæनावलȣ का आकार छोटा तथा समाͪवçट Ĥæनɉ कȧ संÉया कम होनी चाǑहए । केवल 
वहȣ Ĥæन ͩकए जायɅ िजनका अनसुÛधान से सàबÛध है। 
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2. सरल, èपçट एव ंसूêम Ĥæन (Simple, clear and Questions) : Ĥæन सरल एव ं
असंǑदÊध Ǿप से पछेू जाने चाǑहए । जǑटल, घमुाͩफरा कर पछेू गए Ĥæन सूचक Đुƨ 
कर और वह लापरवाहȣ से उ×तर देते हɇ । जहा ँ तक हो सके तकनीकȧ, Ǒदखावटȣ 
(Pompous) तथा åयवहार मɅ न आने वाले शÞदɉ का Ĥयोग नहȣ ंकरना चाǑहए । 

3. Ĥæनɉ कȧ ĤकृǓत (Nature of Questions) : नीèवɅगर के अनसुार Ĥæन तीन Ĥकार 
के होत ेहɇ:  

(i) सामाÛय ͪवकãप Ĥæन (General alternative questions) : इस Ĥकार के Ĥæनɉ 
के उ×तर 'हाँ' अथवा 'नहȣ'ं, 'गलत' या 'सहȣ' आǑद Ǿपɉ मɅ Ǒदये जात ेहɇ । ऐसे Ĥæनɉ 
का गठन Įेçठ रहता है Èयɉͩक इसका ͪवæलेषण आसानी से हो जाता है । 

(ii) बहु ͪवकãप Ĥæन (Multiple choice questions) : इस Ĥकार के Ĥæनɉ मɅ कई 
वकैिãपक उ×तर होते हɇ । ये उ×तर Ĥæन के नीचे छपे होत ेहɇ सूचक उनमɅ से ͩकसी 
एक पर () का Ǔनशान लगा देता है उदाहरणाथ[– (क) आपका पेशा Èया है ?  
(अ) डॉÈटर   (ब) वकȧल   
(स) ĤाÚयापक   (द) सी.ए.   
(य) अÛय  
(iii) खुले Ĥæन (Open questions): ऐसे Ĥæनɉ के उ×तर सूचक को अपने शÞदɉ मɅ 

देने होत ेहɇ। जैसे–सरकार के नये ͪवकास काय[Đम को सफल बनाने हेत ुआप ͩकस 
Ĥकार योगदान दे रहे हɇ? Èया आप उÍच ͧश¢ा का अͬधक Ǔनजीकरण चाहत ेहɇ ? 
नीèवɅगर के अनसुार, “Ĥæनावलȣ खुले Ĥæन से हȣ Ĥारàम होनी चाǑहए ताͩक सूचक 
उसमɅ ǽͬच लेने लगे । इसके अǓतǐरÈत अÛय Ĥकार के Ĥæन होने चाǑहए ।'' 

4. विज[त Ĥæन (Restricted questions) : Ĥæन मानवीय मनोविृ×त को Úयान मɅ 
रखकर बनाये जाने चाǑहए । ऐसे Ĥæन जो आ×मसàमान तथा धाͧम[क व सामािजक 
भावनाओं को ठेस पहु ँचाएँ, Ĥæनावलȣ मɅ सिàमͧलत नहȣ ं ͩकये जाने चाǑहए । इसी 
Ĥकार ऐसे Ĥæन िजससे सचूक के मन मɅ शंका, ͪवरोध या उ×तेजना उ×पÛन हो, वे भी 
Ĥæनावलȣ मɅ सिàमͧलत नहȣ ͩकये जाने चाǑहए । साधारणतया åयिÈत अपने चǐरğ, 
बीमारȣ, आय, åयिÈतगत सàबÛध व सामािजक èतर के सàबÛध मɅ सूचना नहȣ ं देना 
चाहत े। åयिÈतगत मामलɉ पर Ĥæन नहȣ ंपछेू जाने चाǑहए, इससे सूचक मɅ उ×तेजना 
व ͪवरोध कȧ भावना उ×पÛन हो जाती है । Èया आप शराब पीत ेहɇ? Èया आप हैजे से 
पीͫड़त हɇ ? Èया आप चǐरğवान हɇ ? यह Ĥæन उͬचत नहȣ ंहɇ । Ĥæनɉ के उ×तरɉ को 
गÜुत रखने का आæवासन Ǒदया जाना चाǑहए, िजससे सचूक सहȣ सूचना दे सके । 
सेĐाइèट के शÞदɉ मɅ ''यǑद कǑठन तथा अपǐरͬचत Ĥæनɉ या अͪवæवास तथा सÛदेह 
उ×पÛन करने वाले Ĥæनɉ को पछूा जाता है तो उनके उ×तर अधूरे, संͯ¢Üत, अथ[रǑहत, 
सामाÛय या जानबझूकर टालने वाले होने कȧ सàभावना रहती है ।'' 
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5. Ĥæनɉ का Đम (Sequence of questions) : Ĥæनावलȣ के Ǔनमा[ण मɅ Ĥæनɉ का 
Đम मह×वपणू[ होता है । Ĥæनɉ को इस Ĥकार Đमबƨ ͩकया जाना चाǑहए िजससे ͩक 
सूचक के Ǒदमाग मɅ ͪवचारɉ का तांता बना रहे तथा वह उ×तर देने मɅ सुͪवधा महससू 
करे । हारपर के शÞदɉ मɅ, ''Ĥæनावलȣ इस Ĥकार बनाई जानी चाǑहए िजसमɅ Ĥæन 
तक[ यÈुत Đम मɅ हɉ । यह सूचक को Ĥæनावलȣ का उƧेæय समझने मɅ सहायक होता है 
िजसके फलèवǾप उसके उ×तरɉ कȧ ͩकèम मɅ सुधार हो सकता है ।'' 

6. Ĥæनɉ के उ×तरɉ का £ान (Knowledge of the answers of the questions) 
: Ĥæनावलȣ मɅ ऐसे Ĥæन पछेू जाने चाǑहए िजनके उ×तर के बारे मɅ सूचक को £ान हो 
। यǑद सूचक से ‘रÈतचाप’ (Blood Pressure), ‘रोग उ×पि×त के कारण’ अथवा 
‘तरलता कȧ पसÛदगी’ (Liquidity preference)के बारे मɅ पछूा जाये, तो सàभवत 
वह उन Ĥæनɉ का उ×तर न दे सके, Èयɉͩक सामाÛय åयिÈत को इसके बारे मɅ £ान 
नहȣ ंहोता है । 

7. स×यता कȧ जाँच (Test of accuracy) : साधारणत: ऐसे Ĥæनɉ का भी Ĥæनावलȣ मɅ 
समावेश होना चाǑहए िजनके उ×तरɉ कȧ स×यता कȧ परèपर जाँच कȧ जा सके । 

8. Ĥ×य¢ सàबÛध (Direct relationship) : Ĥæन अनसुÛधान से Ĥ×य¢ Ǿप से 
सàबिÛधत होने चाǑहए ताͩक आवæयक सूचना एकğ करने मɅ समय व धन का 
अपåयय न हो । 

9. Ǔनदȶश (Directions) : Ĥæनावलȣ को भरने के ͧलए उसमɅ èपçट, संͯ¢Üत और 
Ǔनिæचत Ǔनदȶश होने चाǑहए िजनसे सचूना देने वालɉ का पथ–Ĥदश[न हो सके । 

10. पवू[–परȣ¢ण व संशोधन (Pre–testing and corrections) : अनसुूची अथवा 
Ĥæनावलȣ बनाने के बाद एक बार कुछ संसचूकɉ मɅ ͪवͧभÛन Ĥæनɉ का पहले हȣ परȣ¢ण 
कर लेना चाǑहए और उसमɅ आवæयकतानसुार सुधार कर लेना चाǑहए । 

11. Ĥæनावलȣ का गठन (Preparation of questionnaire) : Ĥæनावलȣ के गठन मɅ 
ͪवशेष सावधानी रखनी चाǑहए । उ×तर ͧलखने के ͧलए समुͬचत ǐरÈत èथान रखा 
जाना चाǑहए । सàभाͪवत उ×तर उनके Ĥæनɉ के सामने देने से सामĒी के सारणीयन मɅ 
भी सुͪवधा रहती है। 

12. आͬथ[क–सामािजक Ĥæन (Economic & Social questions) – आͬथ[क–सामािजक 
सवȶ¢णɉ के सàबÛध मɅ Ĥæनावलȣ को सामाÛय तथा ͪवͧशçट वगɟ मɅ बाँटकर Ĥæन 
सिàमͧलत ͩकए जाने चाǑहए । 

13. उ×तर गÜुत रखने का आæवासन (Secrecy assurance) : Ĥæनावलȣ के Ĥारàभ मɅ 
हȣ सूचकɉ को ͪवनĨ आæवासन Ǒदया गया होना चाǑहए ͩक उनके उ×तरɉ को गÜुत रखा 
जायेगा। 

14. सारणीयन कȧ ͪवͬध का चुनाव (Selection of the tabulation) : Ĥæनावलȣ को 
अिÛतम Ǿप देने से पवू[ अनसुÛधानकता[ को Ǔनçकषɟ के सारणीयन करने कȧ ͪवͬध के 
ͪवषय मɅ अवæय ͪवचार कर लेना चाǑहए । यǑद Ĥæनावलȣ से ĤाÜत Ǔनçकषɟ को 
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संगणक (Computer) कȧ सहायता से सारणीबƨ करना हो तो संगणक ͪवशेष£ɉ से 
Ĥæनावलȣ के अिÛतम Ǿप (Final Draft) के ͪवषय मɅ अवæय सलाह ले लेनी चाǑहए 
तथा इसके पæचात ्हȣ Ĥæनावलȣ को अिÛतम Ǿप देना चाǑहए। 

15. åयाÉया पğ (Covering letter) : अनसुधंानकता[ को Ĥæनावलȣ के साथ åयाÉया–पğ 
अवæय संलÊन करना चाǑहए । åयाÉया–पğ मɅ अनसुÛधान के बारे मɅ जानकारȣ होनी 
चाǑहए । इसे साथ Ĥæनावलȣ के साथ वापस ĤाÜत करने के ͧलए पता ͩकया हुआ 
(Self–addressed) व Ǒटकट सǑहत (Stamped) ͧलफाफा (Envelope) भी संलÊन 
होना चाǑहए । इस पğ मɅ सूचकɉ ɮवारा Ĥदान कȧ गई सूचना को गÜुत रखने का 
आæवासन भी होना चाǑहए । 

Ĥæनावलȣ का ĤाǾप 
(Specimen of Questionnaire) 

(Ǔनवास èथान से दरू उÍच ͧश¢ा Ēहण करने वाले ͪवɮयाͬथ[यɉ कȧ 
आय–åयय कȧ जाँच के सàबध मɅ Ĥæनावलȣ) 

............. महाͪवɮयालय मɅ ͪवɮयाͬथ[यɉ कȧ आय–åयय जाँच 
A. पǐरचय 

1. महाͪवɮयालय का नाम    ............................................. 
2. महाͪवɮयालय सरकारȣ है या Ǔनजी   .............................................. 
3. ͪवɮयाथȸ का नाम     ............................................... 
4. ͧलगं       ............................................... 
5. आय ु      ............................................... 
6. क¢ा      ............................................... 
7. पता: I. èथायी      

II. èथानीय    ............................................... 
8. ͪवɮयाथȸ कहा ँरहता है 

(क) छाğावास     ............................................... 
(ख) सàबिÛधयɉ के साथ    ............................................... 
(ग) Ǔनजी Ǿप से कमरा लेकर   ............................................. 
(घ) अÛय     ................................................ 

B. आय के साधन (ǽ.)  
(i) माता–ͪपता से ĤाÜत माͧसक राͧश  ............................................. 
(ii) छाğविृ×त     ............................................. 
(iii) ऋण     
 ............................................. 
(iv) ɪयशून     ............................................. 
(v) अÛय İोतɉ से कुल आय   ............................................. 
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C. åयय के मद: ͪवͪवध मदɉ पर माͧसक åयय: 
(i) महाͪवɮयालय का शुãक   ............................................. 
(ii) पèुतकɅ  और èटेशनरȣ    ............................................. 
(iii) भोजन     ............................................. 
(iv) कपड़,े धलुाई आǑद    ............................................. 
(v) ͩकराया एव ंĤकाशन    ............................................. 
(vi) आमोद–Ĥमोद    
 ............................................. 
(vii) ͪवͪवध     ............................................. 

कुल योग  ........................... 
कमी/बचत 

D. बचत यǑद हाँ तो कहा ँजमा करात ेहɇ? ........................................................ 
हèता¢र (सूचक)  

3.7.3 अनसुूची (Schedule) 

''अनसुूची अनेक Ĥæनɉ कȧ एक ऐसी ͧलͨखत सूची है िजसे लेकर अÚययनकता[ 
उ×तरदाता के पास èवय ंआता है और ͪवͧभÛन Ĥæनɉ को पछूकर èवय ंहȣ उनके उ×तरɉ 
का आलेखन करता है ।'' अनसुूची को उ×तरदाता के पास डाक ɮवारा Ĥेͪषत नहȣ ंͩकया 
जाता बिãक यह सा¢ा×कार का एक सरल माÚयम है । इस सàबÛध मɅ Þलेयर ने कहा 
है ͩक ''सांिÉयकȧ अनसुचूी, Ĥæनɉ कȧ वह Đमबƨ व तक[ यÈुत सूची है िजसमɅ 
सूचनादाता से पछूताछ करके दȣ गयी समèया के ͧलए समकं एकǒğत ͩकये जात ेहɇ ।'' 
अनेक ͪवɮवान अनसुूची को एक Ĥͪवͬध के Ǿप मɅ देखते हɇ, िजसका उƧेæय सा¢ा×कार 
तथा अवलोकन को åयविèथत बनाना होता है । इसी अथ[ मɅ अनसुचूी को 'सा¢ा×कार 
अनसुूची' (Interview Schedule) भी कहा जाता है । 
3.7.3.1 अनसुूची के लाभ (Advantages): अनसुूची ͪवͬध से सचूना संĒहȣत करने के 

Ǔनàन वͨण[त Ĥमखु लाभ हɇ:  
(i) इस ͪवͬध के माÚयम से ऐसे ¢ेğɉ से भी सूचना संĒहȣत कȧ जा सकती है जहाँ 

अͧशͯ¢त लोग रहत ेहɇ, 
(ii) अनसुÛधान एव ंसमèया से सàबिÛधत सभी Ĥæनɉ के आवæयक उ×तर ĤाÜत हो 

जात ेहɇ, Èयɉͩक Ĥगणक èवय ंसचूना संĒहȣत करत ेहɇ, 
(iii) इससे अͬधक शुƨ सूचना ĤाÜत होती है Èयɉͩक Ĥͧशͯ¢त Ĥगणक èवय ंĤæन का 

आशय सूचक को èपçट कर देते हɇ । 
3.7.3.2 अनसुूची कȧ सीमाएँ (Limitations): अनसुूची ͪवͬध से सूचना संĒहȣत करने के 

कुछ दोष भी हɇ जो इसके गणुɉ को सीͧमत करत ेहɇ । ये Ǔनàनͧलͨखत हɇ: 
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(i) यह ͪवͬध Ĥæनावलȣ ͪवͬध कȧ तुलना मɅ अͬधक खचȸलȣ है Èयɉͩक इसमɅ Ĥगणकɉ 
के ɮवारा सचूना संĒहȣत करवायी जाती है, 

(ii) इस ͪवͬध कȧ सफलता Ĥगणकɉ कȧ योÊयता एव ंĤͧश¢ण पर Ǔनभ[र करती है । 
यǑद Ĥगणक Ĥͧशͯ¢त नहȣ ं है तथा सा¢ा×कार लेने कȧ कला मɅ द¢ नहȣ ंहɇ तो 
संĒहȣत सूचना अशुƨ एव ंअपणू[ हो सकती है, 

(iii) सा¢ा×कार लेने वाले Ĥगणकɉ के åयिÈत×व मɅ ͧभÛनता होती है । यǑद यह 
ͧभÛनता बहु त अͬधक हो तो संĒहȣत सूचना मɅ अÛतर आ सकता है Èयɉͩक Ĥ×येक 
Ĥगणक ͧभÛन–ͧभÛन तरȣकɉ से सूचना संĒहȣत करत ेहɇ । 

3.7.3.3 Ĥæनावलȣ एव ंअनसुचूी मɅ अÛतर: åयावहाǐरक Ǻिçट से Ĥæनावलȣ एव ंअनसुूची एक हȣ 
अथ[ मɅ ĤयÈुत कȧ जाती है लेͩकन तकनीकȧ Ǻिçट से इनमɅ कुछ मह×वपणू[ अÛतर 
Ǔनàन वͨण[त हɇ: 

3.8 ɮͪवतीयक समंकɉ का संĒहण (Collection of Secondary 
Data) 

Ĥæनावलȣ एव ंअनसुचूी मɅ अÛतर 
 आधार Ĥæनावलȣ अनसुूची 
1. भरने का  

दाǓय×व 
Ĥæनावलȣ Ĥæनावलȣ भरने का दाǓय×व 
सूचकɉ का होता है । 

अनसुूͬचया ँ भरने का दाǓय×व 
èवय ंĤगणकɉ का होता है। 

2. सूचना  
माÚयम 

Ĥæनावलȣ Ĥाय: डाक ɮवारा सूचक को 
ͧभजवाई जाती है । 

अनसुूची èवय ं Ĥगणक सूचक 
के पास åयिÈतगत Ǿप से ले 
जाता है । 

3. सàपक[  सूचकɉ से åयिÈतगत सàपक[  नहȣ ं हो 
पाता है िजसके पǐरणामèवǾप अनेक 
सूचना अपणू[ ĤाÜत होती है। 

अनसुूची मɅ Ĥगणक का सूचक 
के साथ 
åयिÈतगत सàपक[  होने से 
सूचना ĤाÜत हो जाती है। 

4. अनसुंधान  
का ¢ेğ 

इसके अÚययन का ¢ेğ सीͧमत होता है, 
चूँͩक Ĥæनावलȣ का Ĥयोग केवल ͧशͯ¢त 
¢ेğɉ मɅ हȣ सàभव है । ͧशͯ¢त åयिÈत 
हȣ Ĥæनावलȣ समझकर भर सकत ेहɇ । 

इसका ¢ेğ ͪवèततृ होता है  
चूँͩक अनसुूͬचयɉ का Ĥयोग  
ͯ¢त एव ं – दोनɉ हȣ ¢ेğɉ मɅ 
ͩकया जा सकता है। 

5. ͧमतåयǓयता Ĥæनावलȣ के माÚयम से सचूना संĒहȣत 
से सूचना संĒहȣत करना ͧमतåययी होता 
है Èयɉͩक इसमɅ केवल Ĥæनावलȣ तैयार 
करने एव ंडाक–åयय हȣ होता है । 
 

अनसुूͬचयɉ से सचूना संĒहȣत 
करना अपे¢ाकृत महँगा पड़ता है 
Èयɉͩक इसमɅ Ĥगणकɉ कȧ 
ǓनयिुÈत एव ं Ĥͧश¢ण पर 
पया[Üत åयय करना होता है।  

6. ͪवलàब इस ͪवͬध से सूचना संĒहȣत करने मɅ 
समय अͬधक लगता है Èयɉͩक अनेक 

इसमɅ Ĥगणक èवय ंअनसुूͬचयाँ 
भरत ेहɇ। अत: सूचना समय पर 
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बार सूचकɉ को èमरण Ǒदलाने पर भी 
उ×तर नहȣ ंभेजत।े 

संĒहȣत जाती है । 

7. सफलता  
का आधार 

इस ͪवͬध कȧ सफलता Ĥæनɉ कȧ रचना 
एव ंअनसुÛधानकता[ व सूचकɉ के सहयोग 
पर Ǔनभ[र करती है । 

इस ͪवͬध कȧ सफलता Ĥगणकɉ 
åयिÈत×व, Ĥͧश¢ण, ईमानदारȣ 
एव ंपǐरĮम पर Ǔनभ[र करती 
है। 

8. ͪवæवसनीयता इसके माÚयम से ĤाÜत सूचना 
अनसुूͬचयɉ के माÚयम से ĤाÜत सूचना 
कȧ अपे¢ा कम शुƨ होती है । अनेक 
बार सचूक Ĥæन को सहȣ नहȣ ं समझ 
पाते, अत: ħामक एव ं अशुƨ उ×तर 
भरकर भेज देते हɇ । 
 

इनके माÚयम से संĒहȣत 
सूचना Ĥæनावͧलयɉ कȧ अपे¢ा 
अͬधक शुƨ एव ं ͪवæवसनीय 
होती है Èयɉͩक Ĥगणक èवय ं
Ĥæन का  èपçटȣकरण देकर 
शुƨ एव ंͪवæवसनीय 
उ×तर ĤाÜत कर लेत ेहɇ । 

9. Ǔनदȶश सचूी Ĥæनावलȣ के साथ साधारणतया Ǔनदȶश 
सूची सलंÊन नहȣ ंकȧ जाती । 

अनसुूͬचयɉ मɅ Ǔनदȶश सूची 
संलÊन कȧ जाती है िजनके 
आधार पर Ĥगणक सूचना 
एकǒğत करत ेहɇ । 

10. संकेता¢रɉ  
का Ĥयोग 

Ĥæनावलȣ मɅ संकेता¢रɉ का Ĥयोग नहȣ ं
ͩकया जा सकता, Èयɉͩक सचूक उÛहɅ 
समझ नहȣ ंपाते हɇ ।  
 

अनसुूची नɅ संकेता¢रɉ का 
Ĥयोग ͩकया जा सकता है 
Èयɉͩक इनका अथ[ Ĥगणक को 
èपçट होता है 

एक बार संĒहण व Ĥयोग के बाद समंकɉ या सामĒी का ͩकसी दसूरे उƧेæय के ͧलए Ĥयोग 
ͩकया जाता है तो वे ɮͪवतीयक समंक कहलात ेहɇ । ɮͪवतीयक समंक – 1. Ĥकाͧशत या 2. 
अĤकाͧशत दोनɉ हȣ Ǿप मɅ हो सकत ेहɇ । 
1. Ĥकाͧशत İोत (Published sources) : ͪवͧभÛन ͪवषयɉ पर सरकारȣ एव ं गरै–

सरकारȣ संèथाएँ एव ंअनसुÛधानकता[ मह×वपणू[ समंक सĒंहȣत करके उÛहɅ Ĥकाͧशत 
करत े रहत े हɇ । इन समकंɉ का ͪवͧभÛन åयिÈतयɉ ɮवारा ͧभÛन–ͧभÛन उƧेæय हेत ु
Ĥयोग ͩकया जाता है । Ĥकाͧशत समंकɉ के İोत Ǔनàनानसुार होते हɇ :  
(i) अÛतरा[çĚȣय Ĥकाशन : आधुǓनक यगु मे अनेक अÛतरा[çĚȣय संगठन एव ंसंèथाएँ 

अपने से संबिÛधत समंकɉ का संĒह करके अपने सदèयɉ के ͧलये Ĥकाͧशत करवा 
लेत े हɇ जैसे– संयÈुत राçĚ संघ, अÛतरा[çĚȣय Įम संघ (I.L.O.) तथा मुġाकोष 
(I.M.F.) का वाͪष[क ĤǓतवेदन ।  

(ii) सरकारȣ Ĥकाशन : केÛġȣय व राÏय सरकारɉ के अनेक मÛğालयɉ एव ं ͪवभागɉ 
(ͪवशेषकर सांिÉयकȧ ͪवभाग) ɮवारा सàबिÛधत ͪवषयɉ पर आँकड़ ेएकǒğत करके 
Ĥकाͧशत ͩकये जात ेहɇ । कुछ सरकारȣ Ĥकाशन इस Ĥकार हɇ– ǐरजव[ बɇक बलेुǑटन, 
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भारतीय जनगणना का ĤǓतवेदन, भारत सांिÉयकȧय सार । इसके अǓतǐरÈत 
सरकार सͧमǓतयɉ व आयोगɉ कȧ ǐरपोट[ भी Ĥकाͧशत कराती है । जैसे– शाह आयोग 
का ĤǓतवेदन, ͪव×त आयोग कȧ ǐरपोट[ आǑद । 

(iii) अƨ[ सरकारȣ Ĥकाशन : नगरपाͧलका, Ǔनगम िजला पǐरषदɅ, पचंायतɅ आǑद समय–
समय पर जÛम– मरण समंक, èवाèØय व ͧश¢ा, राजèव समंक एव ं ǐरपोट[ 
Ĥकाͧशत करती हɇ। 

(iv) åयापाǐरक संèथाओं व पǐरषदɉ के Ĥकाशन : अनेक åयापाǐरक संèथाएँ व पǐरषदɅ 
जैसे– भारतीय वाͨणÏय आयोग संघ (F.I.C.C.I), राÏय वाͨणÏय संघ, Įम संघ, 
ǑहÛदèुतान लȣवर ͧल., भारतीय सांिÉयकȧ संèथान (I.S.I.) व भारतीय कृͪष व 
शोध संèथान ɮवारा एकǒğत समंक Ĥकाͧशत ͩकये जात ेहɇ । 

(v) अनसुÛधान संèथाओं के Ĥकाशन : ͪवæवͪवɮयालय, ǐरसच[ Þयरूो एव ंअनसुÛधान 
संèथाएँ अनेक Ĥकार के ͪवषयɉ पर समकं एकǒğत व Ĥकाͧशत करती हɇ । जैसे– 
åयावहाǐरक आͬथ[क शोध कȧ राçĚȣय पǐरषद, भारतीय सांिÉयकȧय संèथान, आͬथ[क 
ͪवकास शोध संèथा आǑद । 

(vi) पğ–पǒğकाएँ : बहु त से पğ–पǒğकाएँ अनेक Ĥकार के समकं Ĥकाͧशत करती हɇ । 
जैसे– समाचार– पğ Ǔनयͧमत Ǿप से वèतुओं के भाव, कॉमस[, इकोनोͧमÈस 
टाइàस, योजना उɮयोग åयापार पǒğका आǑद मɅ Ĥकाͧशत सामĒी ͪवæवसनीय होती 
है । इसका उपयोग ɮͪवतीयक समकं के Ǿप मɅ करत ेहɇ । 

(vii) åयिÈतयɉ ɮवारा : अनेक åयिÈत ͪवͧभÛन ͪवषय पर शोध काय[ करत े हɇ ͩफर 
उनको साव[जǓनक उपयोग के ͧलए Ĥकाͧशत करवा देते हɇ । 

(viii) संघɉ एव ंसंगठनɉ ɮवारा : ऐसी संèथाएँ अपने से संबिÛधत समंकɉ का संĒह 
करवाकर सदèयɉ के ͧलए भी Ĥकाͧशत करवाती हɇ, जैसे–भारतीय चीनी ͧमल संघ, 
भारतीय एसोͧसयेटेड सीमेÛट, भारतीय वाͨणÏय उɮयोग संघ आǑद । 

2. अĤकाͧशत İोत (Unpublished sources) : ͪवͧभÛन ͪवषयɉ पर åयिÈतगत शोधकता[ 
एव ंअनेक संèथाएँ शोध व तØय संĒहण का काय[ करती रहती हɇ । इनमɅ से सभी संĒहȣत 
तØय Ĥकाͧशत नहȣ ंहोते । अत: ये अĤकाͧशत तØय मह×वपणू[ सूचना के İोत हो सकते 
हɇ। 
कभी–कभी सरकार एव ंऔɮयोͬगक संèथान ͪवͧशçट अनसुÛधान या जाँच करात े हɇ । ये 
अनसुÛधान या जाँच गÜुत होती हɇ । अत: इनके पǐरणाम Ĥकाͧशत नहȣ ं ͩकये जात े । 
अनसुÛधानकता[ इन पǐरणामɉ के कुछ अशं अनसुÛधान मɅ ĤयÈुत कर सकता है । भारत मɅ 
लागत अंके¢ण ĤǓतवेदन (Cost Audit Report) इसका एक उदाहरण है :  
ɮͪवतीयक समंकɉ के Ĥयोग मɅ सावधाǓनया ँ: 
ɮͪवतीयक सामĒी कȧ ͪवæवसनीयता, उपयÈुतता व पया[Üतता कȧ जाचँ करने के ͧलए Ǔनàन 
बातɉ का Úयान रखना चाǑहए :  



(54) 
 

(1) ͪपछले अनसुÛधानकता[ कȧ योÊयता : सव[Ĥथम, यह देखना चाǑहए ͩक ɮͪवतीयक सामĒी 
पहले ͩकस अनसुÛधानकता[ ɮवारा Ĥाथͧमक Ǿप से एकğ कȧ गई थी । उसकȧ योÊयता, 
ईमानदारȣ, अनभुव व Ǔनçप¢ता यǑद सÛतोषजनक हɇ तो उन समकंɉ का Ĥयोग ͩकया जा 
सकता है । 

(2) संĒहण रȣǓत : संĒहण कȧ जो रȣǓत पहले अपनाई गई थी वह के समकंɉ वत[मान Ĥयोग के 
ͧलए कहा ँतक उपयÈुत और ͪवæवसनीय है ? यǑद ĤǓतदश[ अनसुÛधान ͩकया गया हो तो 
यह Ǔनिæचत कर लेना चाǑहए ͩक ĤǓतदश[ यथेçट है और पणू[ Ǿप से समĒ का ĤǓतǓनͬध×व 
करता है अथवा नहȣ ं। इन सब बातɉ के बारे मɅ सÛतुçट हो जाने पर हȣ ɮͪवतीयक समको 
का Ĥयोग करना चाǑहए । 

(3) उƧेæय व ¢ेğ : यह भी देख लेना चाǑहए ͩक Ĥाथͧमक Ǿप से जब Ĥèतुत समंक एकǒğत 
ͩकये गये थे तो अनसुÛधान के उƧेæय व ¢ेğ वहȣ थे िजनके ͧलए उनका अब ɮͪवतीयक 
समकंɉ के Ǿप मɅ Ĥयोग ͩकया जाना है । यǑद उƧेæय व ¢ेğ मɅ अÛतर है तो समंक 
अनपुयÈुत और अͪवæवसनीय हɉगे । 

(4) जाँच का समय और उसकȧ पǐरिèथǓतया ँ : यह भी Ǔनिæचत कर लेना चाǑहए ͩक उपलÞध 
सामĒी ͩकस समय से सàबिÛधत है तथा ͩकन पǐरिèथǓतयो मɅ एकğ कȧ गई थी । 
यƨुकालȣन जाँच के समकं शािÛतकाल मɅ Ĥयोग नहȣ ंͩकये जा सकत े। आँकड़ɉ के Ĥारिàभक 
संĒहण और उनके उपयोग के समय कȧ पǐरिèथǓतयɉ मɅ अÛतर होने के कारण उनकȧ 
उपयोͬगता कम हो सकती है । अत: लोगɉ के रहन–सहन व रȣǓत–ǐरवाज मɅ होने वाले 
पǐरवत[न, मूãयɉ मɅ अÛतर आǑद को Úयान मɅ रखकर हȣ Ĥकाͧशत समकंɉ का Ĥयोग करना 
चाǑहए । 

(5) इकाई कȧ पǐरभाषा : यह भी देख लेना चाǑहए ͩक पवू[–अनसुÛधान मɅ ĤयÈुत सांिÉयकȧय 
इकाइयɉ के अथ[ वत[मान Ĥयोग के अनकूुल हɇ या नहȣ ं। 

(6) शुƨता कȧ माğा : इस बात पर भी ͪवचार करना आवæयक है ͩक Ĥèतुत समंकɉ मɅ शुƨता 
का èतर Èया रखा गया था और उसे ĤाÜत करने मɅ कहा ँतक सफलता ĤाÜत हु ई। समंकɉ 
मɅ िजतनी अͬधक शुƨता होगी वे उतने हȣ ͪवæवसनीय हɉगे । यह भी देख लेना चाǑहए ͩक 
आंकड़ɉ मɅ अ×यͬधक सिÛनकटन (approximation) तो नहȣ ंͩकया गया है । िजतनी कम 
माğा मɅ सिÛनकटन होता है उतनी हȣ अͬधक शुƨता होती है । 

(7) तुलना : यǑद एक हȣ ͪवषय पर अनेक İोतɉ से ɮͪवतीयक समंक ĤाÜत होत ेहɇ तो उनकȧ 
स×यता कȧ जाँच करने के ͧलए उनमɅ तुलना कर लेनी चाǑहए । यǑद उनमɅ अÛतर काफȧ है 
तो सबसे अͬधक ͪवæवसनीय İोत से ĤाÜत समंक हȣ Ēहण करने चाǑहए या ͩफर नये ͧसरे 
से अनसुÛधान करना चाǑहए । 

(8) परȣ¢ा×मक जाँच : अनसुÛधानकता[ को Ĥèतुत समंकɉ मɅ से कुछ कȧ परȣ¢ा×मक जाचँ 
करके यह देख लेना चाǑहए ͩक वे ͪवæवसनीय हɇ या नहȣ ं। 

(9) इस Ĥकार, उपयु [Èत बातɉ का Úयान रखकर ɮͪवतीयक समंकɉ कȧ आलोचना×मक जाचँ कर 
लेनी चाǑहए । यǑद परȣ¢ण के बाद ɮͪवतीयक सामĒी ͪवæवसनीय, उपयÈुत व यथेçट 
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Ĥतीत हो तभी उसका Ĥयोग Ĥèतुत अनसुÛधान के ͧलए करना चाǑहए । जाँच ͩकये ǒबना 
ɮͪवतीयक समकंɉ का Ĥयोग करना सव[था अनुͬ चत है । डॉ. बाउले का कथन है, “Ĥकाͧशत 
समकंɉ को ऊपर से हȣ देखकर उनके बाéय मूãय पर Ēहण कर लेना कभी सुरͯ¢त नहȣ ंहै 
जब तक उनका अथ[ व उनकȧ सीमाएँ अÍछȤ तरह £ात नहȣ ं हो जाएँ; और यह सदैव 
आवæयक है ͩक उन तकɟ कȧ आलोचना×मक समी¢ा कȧ जाए जो उन पर आधाǐरत है। ” 

3.9 सारांश 
सांिÉयकȧय अनसुÛधान का आयोजन कर लेने के पæचात ्सांिÉयकȧ का सबसे मह×वपणू[ 
काय[ समंकɉ का संकलन करना है । समंक सांिÉयकȧय अनसुÛधान कȧ आधारͧशला है । 
समकं संकलन से अͧभĤाय अनसुÛधान सàबÛधी आवæयक सामĒी उपलÞध कराने से 
है। यह आवæयक सामĒी अथा[त ्समकं Ĥाथͧमक एव ंɮͪवतीयक साधनɉ से ĤाÜत ͩकये 
जा सकत ेहɇ । Ĥाथͧमक समंक अनसुÛधानकता[ ɮवारा Ĥथम बार नये ͧसरे से संĒहȣत 
ͩकये जात ेहै । ये समंक मौͧलक होत ेहɇ । जबͩक ɮͪवतीयक समकं वे समकं होत ेहɇ 
जो पहले हȣ अÛय åयिÈतयɉ ɮवारा संĒहȣत ͩकये जा चुके हɇ अथवा Ĥकाͧशत ͩकये जा 
चुके हɇ और अनसुÛधानकता[ केवल उनका Ĥयोग करता है । 
Ĥाथͧमक समकंɉ के संĒहण कȧ मुÉय पाँच रȣǓतयाँ है– (i) Ĥ×य¢ åयिÈतगत 
अनसुÛधान (ii) अĤ×य¢ मौͨखक अनसुÛधान (iii) संवाददाताओं या èथानीय İोतɉ से 
सूचना–ĤािÜत (iv) सूचकɉ ɮवारा अनसुूͬचया ँभरकर सचूना ĤािÜत (v) Ĥगणकɉ ɮवारा 
अनसुूͬचया ँभरकर सचूना ĤािÜत । 
Ĥ×य¢ åयिÈतगत अनसुÛधान मɅ अनसुÛधानकता[ èवय ंसचूना देने वालɉ से Ĥ×य¢ Ǿप 
से सàपक[  कर सचूना संĒहȣत करता है यह रȣǓत ऐसे अनसुÛधानɉ के ͧलये अͬधक 
उपयÈुत होती है जहा ँ सचूना का ¢ेğ सीͧमत हो तथा उÍच èतर कȧ शुƨता कȧ 
आवæयकता हो । 
अĤ×य¢ मौͨखक अनसुÛधान मɅ अनसुÛधानकता[ सàबिÛधत åयिÈतयɉ से सूचना ĤाÜत 
न करके ͩकÛहȣ ंऐसे åयिÈतयɉ से सूचना ĤाÜत करता है िजÛहɅ उस ͪवषय कȧ जानकारȣ 
हो। यह रȣǓत तब Ĥयोग मɅ लाई जाती है जब ¢ेğ åयापक व समकं जǑटल ĤकृǓत के 
हɉ तथा सàबिÛधत åयिÈत अ£ानता के कारण सूचना देने मɅ असमथ[ हो । 
संवाददाताओं या èथानीय İोतɉ से सूचना ĤािÜत रȣǓत मɅ अनसुÛधानकता[ अनसुÛधान 
के ͪवͧभÛन èथानɉ पर èथानीय संवाददाताओं कȧ ǓनयिुÈत करता है जो Ǔनयͧमत Ǿप 
से आवæयक जानकारȣ भेजत े रहत े हɇ । यह रȣǓत उन अनसुÛधानɉ के ͧलये अͬधक 
उपयोगी है जहाँ पर Ǔनयͧमत Ǿप से पया[Üत समय तक सूचना ĤाÜत करनी हो तथा 
उÍच èतर कȧ शुƨता आवæयक हो । 
सूचकɉ ɮवारा अनसुूͬचयɉ को भरवाकर सूचना ĤािÜत कȧ रȣǓत मɅ अनसुÛधानकता[ अपने 
उƧेæय के अनसुार सàबिÛधत Ĥæनɉ कȧ एक Ĥæनावलȣ तैयार कर उÛहɅ सूचना देने वालɉ 
के पास भेज देता है जो उनके ɮवारा भरकर Ǔनधा[ǐरत समय मɅ अनसुÛधानकता[ को 
लौटा दȣ जाती है । इस रȣǓत का Ĥयोग वहा ँअͬधक उपयÈुत होता है जहा ँअनसुÛधान 
का ¢ेğ ͪवèततृ है तथा åयिÈत ͧशͯ¢त है । 
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Ĥगणकɉ ɮवारा अनसुूͬचयɉ को भर कर सूचना–ĤािÜत कȧ रȣǓत मɅ सàबिÛधत Ĥæनɉ कȧ 
अनसुूची तैयार कȧ जाती है लेͩकन उÛहɅ सूचना देने वालɉ के ɮवारा न भरवाकर èवय ं
Ĥͧशͯ¢त Ĥगणकɉ ɮवारा घर–घर जाकर सूचकɉ से पछूताछ करके भरȣ जाती है । इस 
रȣǓत कȧ सफलता Ĥगणकɉ कȧ काय[कुशलता, धैय[शीलता तथा वाÈपटुता पर Ǔनभ[र करती 
है । 
ͪवͧभÛन रȣǓतयɉ मɅ से उपयÈुत रȣǓत का चयन अनसुÛधान कȧ ĤकृǓत, उƧेæय, ¢ेğ, 
उपलÞध ͪव×तीय साधन, शुƨता èतर तथा उपलÞध समय को Úयान मɅ रखकर 
सावधानी से करना चाǑहए। 
ɮͪवतीयक समंकɉ के मुÉय İोत अÛतरा[çĚȣय Ĥकाशन, सरकार एव ं अƨ[–सरकारȣ 
Ĥकाशन, सͧमǓतयɉ एव ं आयोगɉ के ĤǓतवेदन, åयापाǐरक संèथाओं के Ĥकाशन, 
ͪवæवͪवɮयालय तथा शोध संèथाओं के शोधकाय[, पğ–पǒğकाएँ, बाजार समाचार, संघɉ 
एव ंसंगठनɉ के Ĥकाशन तथा åयिÈतगत अनसुÛधानकता[ ɮवारा संĒहȣत ऐसे समंक जो 
Ĥकाͧशत नहȣ ंͩकये गये हɉ, आǑद हɇ । 
ɮͪवतीयक समंक अÛय åयिÈतयɉ ɮवारा उनके उƧेæय के ͧलये एकǒğत ͩकये जात ेहɇ 
इसͧलए इनके Ĥयोग मɅ लेने के ͧलये ͪवशेष सावधानी बरतना आवæयक हो जाता है । 
अत: इÛहɅ Ĥयोग मɅ लेने से पवू[ गत अनसुधंानकता[ के ͪवषय मɅ जानकारȣ ĤाÜत करना, 
उसके उƧेæय को जानना, ͪपछले अनसुÛधान व वत[मान अनसुÛधान के ¢ेğ कȧ 
समानता कȧ जानकारȣ लेना, संĒहण कȧ रȣǓत, संमकɉ कȧ शुƨता आǑद कȧ जाचँ कर 
लेनी चाǑहए। उपयÈुत बातɉ का Úयान रखकर यह Ǔनण[य ͧलया जाना चाǑहए ͩक 
ɮͪवतीय समंकɉ का Ĥयोग ͩकया जाना है अथवा नहȣ। ɮͪवतीयक समंकɉ कȧ 
उपयÈुतता, पया[Üतता एव ंͪवæवसनीयता कȧ जाँच करने के बाद उनका उपयोग सुरͯ¢त 
Ǿप से ͩकया जा सकता है। 

3.10 तकनीकȧ शÞदावलȣ (Technical Terms) 
Ĥाथͧमक समंक (Primary Data) : समकं जो Ĥथम बार अनसुधंानकता[ ɮवारा नये 
ͧसरे से संĒहȣत ͩकये जाते हɇ।  
ɮͪवतीयक समकं (Secondary Data) : समंक जो पवू[ मɅ अÛय åयिÈतयɉ अथवा 
संèथाओं ɮवारा संĒहȣत ͩकये जा चुके हɉ । 
Ĥæनावलȣ (Questionnaire) : ͪवͧभÛन Ĥæनɉ कȧ एक åयविèथत सूची िजसका उƧेæय 
सàबिÛधत åयिÈतयɉ से सूचनाएँ ĤाÜत करना हो । 
अनसुूची (Schedule) : Ĥæनɉ कȧ वह Đमबƨ सूची िजसका उƧेæय èवय ंĤͧशͯ¢त 
Ĥगणकɉ ɮवारा सूचकɉ से Ĥ×य¢ पछूताछ कर सूचनाएँ ĤाÜत करना हो ।  

3.11 èवपरख Ĥæन/अßयास 
1. सांिÉयकȧ सामĒी के संĒहण कȧ ͪवͧभÛन रȣǓतयाँ Èया है ? इनमɅ कौनसी रȣǓत सबसे 

अͬधक ͪवæवसनीय है और Èयɉ ? 



(57) 
 

What are the various methods of collecting statistical data? Which 
of These is most reliable and why? 

2. Ĥाथͧमक तथा ɮͪवतीयक समकंɉ मे अÛतर èपçट कȧिजये तथा Ĥाथͧमक समकंɉ को 
Ēहȣत करने कȧ रȣǓतयɉ कȧ åयाÉया कȧिजये । 
Cleary distinguish between primary data and secondary data and 
explain The various methods of collecting primary data. 

3. Ĥæनावलȣ ͩकसे कहत ेहɇ? Ĥæनावलȣ बनाते समय ͩकन–ͩकन बातɉ को Úयान मɅ रखना 
चाǑहये? 
What is questionnaire? What precautions should be taken in 
drafting a good questionnaire? 

4. सांिÉयकȧय अनसुÛधान के Ĥयोग हेत ुउ×तम Ĥæनावलȣ के Èया आवæयक गणु हɇ ? 
उदाहरण सǑहत समझाइए । 
What are the chief requirements of a good questionnaire for use 
in statistical investigation? Explain giving examples. 

5. ɮͪवतीयक समंक Èया होते हɇ ? उपयोग से पवू[ इनकȧ जाँच व सàपादन Èयɉ आवæयक 
है? इनके उपयोग के पवू[ कौन–सी सावधाǓनयाँ बरतनी चाǑहए ? 
What are secondary data? Why is it necessary to scrutinise and 
edit them before use? What precautions should be necessary 
before using them? 

3.12 उपयोगी पुèतकɅ  
1. कैलाश नाथ नागर : सांिÉयकȧ के मलू त×व (मीना¢ी Ĥकाशन, मेरठ) 
2. शमा[, जैन एव ंपारȣक : åयावसाǓयक सांिÉयकȧ (ͧशवम बकु हाउस, जयपरु) 
3. रंगा, गÜुता, गोयल एव ंअÛय : åयावसाǓयक सांिÉयकȧ (अजमेरा बकु कàपनी, जयपरु) 
4. ओसवाल, अĒवाल, भाग[व एव ंअÛय : åयावसाǓयक सांिÉयकȧ (रमेश बकु ͫडपो, जयपरु)  
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इकाई – 4 : Ǔनदश[न Ĥͪवͬधयाँ (Sampling Techniques)  
इकाई कȧ Ǿपरेखा : 
4.0 उƧेæय 
4.1 पǐरचय 
4.2 Ǔनदश[न का अथ[ एव ंपǐरभाषा  
4.3 Ǔनदश[न के उƧेæय 
4.4 Ǔनदश[न का आधार 
4.5 Ǔनदश[न ͬधͬधयɉ हेत ुउपयÈुतता 
4.6 Ǔनदश[न रȣǓत का मह××व 
4.7 Ǔनदश[न रȣǓत के गणु  
4.8 Ǔनदश[न रȣǓत के दोष 
4.9 Ǔनदश[न के आवæयक त×व 
4.10 Ǔनदश[न ĤͩĐया तथा सàबƨ समèयाएँ  
4.11 Ǔनदश[न ͪवͬधया ँ
4.12 ĤाǓयकता ͧसƨाÛत 
4.13 सांिÉयकȧय Ǔनयͧमतता Ǔनयम 
4.14 महांक जड़ता Ǔनयम 
4.15 Ǔनदश[न एव ंगरै Ǔनदश[न ͪवħम 
4.16 साराशं 
4.17 शÞदावलȣ 
4.18 èवपरख Ĥæन 
4.19 उपयोगी पèुतक  

4.0 उƧेæय (Objectives) 
 इस इकाई के अÚययन के पæचात ्आप इस योÊय हो सकɅ गे ͩक : 

 समĒ एव ंसमĒ के Ĥकारɉ को समझ सकɅ  । 
 संगणना रȣǓत एव ंǓनदश[न रȣǓत का अÛतर जान सकɅ  । 
 Ǔनदश[न के अथ[, उƧेæय एव ंआधार कȧ जानकारȣ ĤाÜत कर सकɅ  । 
 Ǔनदश[न ͪवͬधयɉ हेत ु उपयÈुतता, Ǔनदश[न ͪवͬध के गणु एव ं दोषɉ के साथ–साथ 

आवæयक त×वɉ को जान सकɅ  । 
 Ǔनदश[न ĤͩĐया, ͪवͬधया ँसमझकर ĤयÈुत करना सीख सकɅ  । 
 ĤाǓयकता ͧसƨाÛत, सांिÉयकȧय Ǔनयͧमतता Ǔनयम, महाकं जड़ता Ǔनयम तथा Ǔनदश[न 

एव ंगरै Ǔनदश[न ͪवħम कȧ जानकारȣ ĤाÜत कर सकɅ  । 
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4.1 पǐरचय (Introduction) 
अनसुंधानकता[ को ͩकसी समèया या अनसुंधान हेत ुसमकं संĒहण करत ेसमय यह 
Ǔनण[य लेना होता है ͩक समंकɉ के संकलन मɅ संगणना रȣǓत (Census method) 
अपनाई जायेगी अथवा Ǔनदश[न रȣǓत (Sampling method) संगणना रȣǓत के 
अÛतग[त समĒ (Universe) कȧ Ĥ×येक åयिÈतगत इकाई के बारे मɅ ͪवèततृ सचूना 
ĤाÜत कȧ जाती है । उदाहरणाथ[, ͩकसी महाͪवɮयालय के 2,000 छाğɉ मɅ से Ĥ×येक 
छाğ कȧ लàबाई सàबÛधी समकं एकğ ͩकये जाते हɇ तो यह गणना संगणना रȣǓत पर 
आधाǐरत मानी जायेगी । यǑद समĒ कȧ सभी इकाइयɉ मɅ से केवल कुछ ĤǓतǓनͬध 
इकाइयɉ के बारे मɅ हȣ सूचना संĒǑहत कȧ जाती है तो यह Ǔनदश[न रȣǓत कहलायेगी । 
इस उदाहरण मɅ यǑद समèत 2000 छाğɉ मɅ से 200 ĤǓतǓनͬध छाğɉ कȧ हȣ लàबाई 
सàबÛधी सूचना एकǒğत कȧ जाती है तो हम यह मानɅगे ͩक अनसुÛधानक×ता[ ने समंक 
संकलन कȧ Ǔनदश[न रȣǓत का Ĥयोग ͩकया । 
ͩकसी अनसुंधान ¢ेğ कȧ समèत इकाइयɉ का समहू समĒ (Universe or 
Population) कहलाता है। यǑद समĒ मɅ इकाइयɉ कȧ संÉया सुǓनिæचत हो तो इसे 
पǐरͧमत समĒ (Finite Universe) कहत े हɇ। उदाहरणाथ[, एक Ǔनिæचत अकादͧमक 
सğ मɅ वाͨणÏय महाͪवɮयालय कोटा मɅ छाğɉ कȧ संÉया, जनवरȣ 1, 2001 को भारत 
कȧ जनसंÉया, आǑद । यǑद समĒ मɅ इकाइयɉ कȧ संÉया अनÛत या अपǐरͧमत हो 
अथा[त åयावहाǐरक Ǿप मɅ गणना असàभव हो तो ऐसा समĒ अपǐरͧमत समĒ 
(Infinite Universe) कहलायेगा । उदाहरणाथ[, ͧसर मɅ बालɉ कȧ संÉया, पेड़ɉ पर 
पि×तयɉ कȧ संÉया, आकाश मɅ तारɉ कȧ संÉया, दरूदश[न पर काय[Đम देखने वालɉ कȧ 
संÉया आǑद । यǑद समĒ कȧ इकाइयɉ का अिèत×व वाèतͪवक Ǿप मɅ हो अथा[त ्
इकाइया ँ यथाथ[ Ǿप मɅ ͪवɮयमान हɉ तो ऐसा समĒ वाèतͪवक समĒ (Real 
Universe) कहलाता है, जैसे :– पèुतक मɅ पçृठɉ कȧ संÉया, कारखाने मɅ Įͧमकɉ कȧ 
संÉया, महाͪवɮयालय मɅ ͪवɮयाͬथ[यɉ कȧ संÉया, आǑद । यǑद समĒ कȧ इकाइयɉ का 
अिèत×व वाèतͪवक Ǿप मɅ ͪवɮयमान न होकर कãपना पर आधाǐरत होता है तो ऐसा 
समĒ काãपǓनक समĒ (Hypothetical Universe) कहलाता है । ͧसÈके के उछालने 
पर ͬचत (Head) तथा पट (Tail) के पǐरणामɉ कȧ संÉया ͧलखकर समĒ Ǔनमा[ण 
करना काãपǓनक समĒ का उदाहरण है । 
संगणना रȣǓत को वहȣ ंउपयÈुत मानी जाती है जहा ँपर गहन अÚययन कȧ आवæयकता 
हो, अ×यͬधक शुƨता एव ं ͪवæवसनीयता का èतर अपेͯ¢त हो, ¢ेğ सीͧमत (Finite 
Population) हो तथा समĒ मɅ ͪवͪवध गणुɉ वालȣ इकाइयां हɉ अÛयथा इस रȣǓत मɅ 
अͬधक समय, Įम व धन कȧ आवæयकता होती है तथा अनसुंधानकता[ को अनसुधंान 
ĤबÛधन मɅ कǑठनाइयɉ का सामना करना पड़ता है । 
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4.2 Ǔनदश[न का अथ[ एवं पǐरभाषा (Meaning and Definition of 
Sampling) 
Ǔनदश[न से ता×पय[ समĒ मɅ से कुछ चुनी हु ई इकाइयɉ से सàबिÛधत आंकड़ ेएकğ कर 
सàपणू[ समĒ के बारे मɅ Ǔनçकष[ Ǔनकालने से है । सामाÛय åयवहार मɅ हम देखत ेहɇ 
ͩक गहृͨणया ँचावल के कुछ दानɉ कȧ जाँच कर समèत चावल के पकने का Ǔनण[य 
करती हɇ। इसी Ĥकार एक डॉÈटर रÈत कȧ एक बूदं के Ǔनरȣ¢ण के आधार पर रोगी के 
रÈत कȧ संरचना जान लेता है । अत: हम कह सकत े हɇ ͩक ĤǓतदश[ कȧ इकाइया ँ
समĒ का ĤǓतǓनͬध×व करती हɇ िजनके अÚययन के आधार पर ĤाÜत पǐरणाम समĒ 
के पǐरणामɉ के समान हȣ हɉगे । या लुन चाऊ के अनसुार “ĤǓतदश[ ĤǓतचयन इकाइयɉ 
का वह समूह है जो समĒ का ĤǓतǓनधी सूêम Ǿप होता है तथा िजसके आधार पर 
समĒ के बारे मɅ Ǔनçकष[ Ǔनकाले जात ेहɇ।”  

4.3 Ǔनदश[न के उƧेæय (Objectives of Sampling)  
वेदरबन[ के अनसुार, ''ĤǓतचयन ͧसƨाÛत (Theory of Sampling) का उƧेæय Ĥथम, 
Ûयादश[ इकाइयɉ के अÚययन के आधार पर समĒ कȧ इकाइयɉ का अनमुान तथा 
ɮͪवतीय इन अनमुानɉ कȧ ͪवæवसनीयता कȧ जाँच से सàबिÛधत है ।'' इस कथन के 
आधार पर हम Ǔनदश[न के मूल उƧेæय Ǔनàनांͩकत Ǿप मɅ समझɅगे:– 1.  

1. समĒ के सàबÛध मɅ अनमुान करना : ĤǓतदश[ के अÚययन के आधार पर कम समय व 
खच[ मɅ समĒ के बारे मɅ अͬधकाͬधक यथाथ[ Ǔनçकष[ Ǔनकालने का Ĥयास ͩकया जाता है । 
ĤǓतदश[ अनसुंधान के अधार पर समĒ कȧ आधारभूत ͪवशषेताओं का अनमुान ͩकया जाता 
है । 

2. ͪवæवसनीयता कȧ जाँच : एक हȣ समĒ से ͧलए गये ͪवͧभÛन ĤǓतदशɟ के सांिÉयकȧय मापɉ 
(ĤǓतदश[ज) मɅ ͧभÛनता हो सकती है तथा इन मापɉ (ĤǓतदश[ज) कȧ समĒ के सांिÉयकȧय 
मापɉ (Ĥाचल) से भी ͧभÛनता हो सकती है । ये अÛतर Ǔनदश[न उÍचावचनɉ के कारण हɇ 
या अÛय ͩकसी कारण से उ×पÛन हु ए हɇ, इसका पता लगाना Ǔनदश[न का उƧेæय है । इसके 
ͧलए अÛतर कȧ साथ[कता का परȣ¢ण ͩकया जाता है । 

3. समĒ के Ĥाचलɉ का अनमुान लगाना : समय के सांिÉयकȧय मापɉ को Ĥाचल 
(Parameters) तथा ĤǓतदश[ के सांिÉयकȧय मापɉ को ĤǓतदश[ज (Statistic) कहा जाता है 
। ĤǓतदश[ के ĤǓतदश[जो के आधार पर Ĥाचलɉ का अनमुान लगाया जाता है । 

4. संगणना अनसुधंान कȧ जाचँ : संगणना अनसुंधान से ĤाÜत पǐरणामो कȧ जाँच ĤǓतदश[ 
अनसुंधान ɮवारा कȧ जाती है । उदाहणाथ[, Ĥाय: Ĥ×येक देश मɅ जनगणना के पǐरणामɉ कȧ 
जाँच हेत ुजनगणना के बाद ĤǓतदश[ के आधार पर पǐरणामɉ कȧ शुƨता कȧ जाँच कȧ जाती 
है ।  
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4.4 Ǔनदश[न का आधार (Basis of Sampling)  
Ǔनदश[न Ĥणालȣ के कुछ Ǔनिæचत आधारभतू ͧसƨाÛत हɇ िजनके कारण Ǔनदश[न Ĥणालȣ 
सव[–èवीकृत मानी गई है । अब हम इनका अÚययन करेगे :  

1. ͪवͪवधता मɅ अÛतǓनǑह[त एकता : Ǔनदश[न Ĥणालȣ इस माÛयता पर आधाǐरत है ͩक सभी 
मूत[ पदाथȾ एव ंĤविृ×तयɉ मɅ ͪवͪवधता के उपराÛत भी अÛतǓनǑह[त एकता ͪवɮयमान रहती 
है । उदाहरणाथ[, संगणना रȣǓत से ͪवͧभÛन वèतुओं के मãूयɉ मɅ उतार–चढ़ाव का अÚययन 
करने कȧ अपे¢ा Ĥ×येक वग[ कȧ कुछ Ûयादश[ इकाइयɉ का अÚययन Ǔनदश[न Ĥणालȣ से 
करɅगे तो पǐरणामɉ मɅ ͪवशेष अÛतर नहȣ ंपाया जायेगा । 

2. समĒ के गणुɉ कȧ समाͪवçटता : सांिÉयकȧय Ǔनयͧमतता Ǔनयम (Law of statistical 
regularity) यह बताता हɇ ͩक यǑद समĒ मɅ से दैव ĤǓतचयन के आधार पर समुͬचत 
इकाइयɉ का चयन ͩकया जाये तो यह लगभग Ǔनिæचत हɇ ͩक इन चुनी गई इकाइयɉ मɅ 
समĒ कȧ ͪवशेषताएँ ͪवɮयमान हɉगी । अत: Ûयादश[ मɅ दैव ĤǓतचयन होने पर समĒ के 
गणुɉ के समावेश होने कȧ संभावना होती है । 

3. पया[Üत पǐरशुƨता : Ûयादश[ से ĤाÜत पǐरणाम पया[Üत पǐरशुƨ होत ेहɇ यɮयͪप ये संगणना 
रȣǓत कȧ भाँǓत शत–ĤǓतशत शुƨ नहȣ ंहोत ेहɇ । Ûयादश[ के आकार को बढ़ाकर पǐरशुƨता कȧ 
माğा मɅ सधुार ͩकया जा सकता है । इसमɅ महांक जड़ता ͧसƨाÛत लाग ूहोता है िजसके 
अनसुार “अÛय बातɅ समान रहने पर, Ûयादश[ का आकार िजतना अͬधक åयापक होगा, 
पǐरणाम भी उतने हȣ पǐरशुƨ हɉगे ।'' 

4. पǐरणामɉ कȧ जाँच : Ǔनदश[न ͪवħम (Sampling errors) जाँच Ǔनयमɉ ɮवारा Ûयादश[ से 
ĤाÜत पǐरणामɉ कȧ ͪवæवसनीयता कȧ जाँच कȧ जा सकती है । 

4.5 Ǔनदश[न ͪवͬधयɉ हेतु उपयुÈतता (Suitability for Sampling 
Techniques)  

1. जहा ँ समĒ अनÛत एव ं असीͧमत हो जैसे – ͩकसी योग पƨǓत का åयिÈतयɉ के 
èवाèØय पर Ĥभाव का अÚययन । 

2. जहा ँसमय, मानवीय Įम एव ंधन कȧ सीͧमतता हो । 
3. जहा ँअ×यͬधक पǐरशुƨता आवæयक न हो । 
4. जहा ँइकाइयɉ मɅ सजातीयता एव ंएकǾपता हो । 
5. जहाँ इकाइयɉ के अनसुधंान के दौरान नçट या समाÜत होने कȧ संभावना हो  
6. जैसे :– Ǒदयासलाई कȧ तीलȣ जलाकर देखना, शीतल पेय पदाथ[ कȧ बोतल पीना आǑद । 
7. जहाँ संगणना जाँच करना असàभव हो। 
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4.6 Ǔनदश[न रȣǓत का मह××व (Importance of Sampling 
Method)  
सामािजक एव ंराजनǓैतक ¢ेğɉ के अǓतǐरÈत आͬथ[क एव ंåयापाǐरक ¢ेğɉ मɅ भी Ǒदन–
ĤǓतǑदन इस ͪवͬध का Ĥयोग बढ़ रहा है । अनेक åयावसाǓयक समèयाओं जैसे – बाजार 
शोध, लेखा एव ं ͪव×त समèयाओं, उ×पादन ĤबÛध, मानवीय संसाधन ĤबÛध कȧ 
समèयाओं के अÚययन मɅ Ǔनदश[न रȣǓत का åयापक Ĥयोग हो रहा है । Ĥो. नीसवɅगर 
के अनसुार, ''आͬथ[क एव ं åयावसाǓयक अनसुंधान मɅ Ǔनदश[न रȣǓत का Ĥयोग ͪवèततृ 
Ǿप मɅ ͩकया जाता हɇ Èयɉͩक सामूǑहक समकंɉ के अÚययन मɅ कभी–कभी यह एकमाğ 
संभव, Ĥाय: सवा[ͬधक åयावहाǐरक तथा सामाÛयत: सवȾ×तम रȣǓत होती है ।'' इस 
कथन के आधार पर Ǔनàनांͩकत तीन कारणɉ के आधार पर हम Ǔनदश[न रȣǓत का 
मह×व समझ सकɅ गे:– 

1. एकमाğ संभव रȣǓत : यǑद अनसुंधान के दौरान इकाइया ँनçट हो सकती हɉ या समĒ 
अनÛत एव ंअसीͧमत हो तो Ǔनदश[न रȣǓत हȣ एकमाğ सभंव रȣǓत होगी िजसके आधार पर 
अनसुंधान काय[ ͩकया जा सकता है। 

2. सवा[ͬधक åयावहाǐरक रȣǓत : अनसुधंान का ¢ेğ ͪवशाल होने पर Ǔनदश[न रȣǓत अपनाना हȣ 
अͬधक åयावहाǐरक होगा Èयɉͩक इससे समय, Įम व धन कȧ बचत होती है । उदाहरणाथ[, 
भारत मɅ आͬथ[क सुधारɉ का रोजगार पर Ĥभाव का अÚययन करना हो तो संगणना रȣǓत 
कȧ अपे¢ा Ǔनदश[न रȣǓत अͬधक åयावहाǐरक ͧसƨ होगी । 

3. सवȾ×तम रȣǓत : यǑद ĤǓतदश[ मɅ इकाइयɉ का चयन याǺिÍछक Ǿप से समुͬचत माğा मɅ 
ͩकया गया हो तो उससे ĤाÜत पǐरणाम लगभग उतने हȣ पǐरशुƨ हɉगे िजतने संगणना रȣǓत 
से । कई बार Ĥͧशͯ¢त गणकɉ के माÚयम से ĤǓतदश[ मɅ अपे¢ाकृत कम इकाइया ँहोने के 
कारण संगणना रȣǓत कȧ तुलना मɅ अͬधक शुƨ Ǔनçकष[ Ǔनकाले जा सकत ेहɇ ।.  

4.7 Ǔनदश[न रȣǓत के गुण (Merits of Sampling Method)  
1. व£ैाǓनक ͪवͬध : गͨणतीय सàमाͪवता ͧसƨाÛत पर आधाǐरत होने के कारण अशुͪƨयɉ का 

पया[Üत सीमा तक अनमुान लगाया जा सकता है, साथ हȣ ͪवæवसनीयता कȧ जाँच भी कȧ 
जा सकती है । 

2. समय, Įम तथा धन कȧ बचत : तुलना×मक Ǿप से कम इकाइयɉ से सàबिÛधत समंकɉ के 
संĒहण एव ंͪवæलेषण ɮवारा Ǔनçकष[ Ǔनकलने से समय, Įम व धन कȧ बचत हो जाती है। 

3. गहन अÚययन एव ंǓनçकष[ : समĒ कȧ कुछ इकाइयɉ को चुने जाने से इन सीͧमत इकाइयɉ 
का गहन अÚययन, सकता है । याǺिÍछक चयन एव ंसमुͬ चत आकार के Ûयादश[ से Ĥाय: 
पǐरशुƨ Ǔनçकष[ ĤाÜत ͩकए जा सकत ेहै । 

4. संगठन एव ं ĤबÛध मɅ सुͪवधा : कम इकाइया ँ होने से अनसुंधानकता[ भी कम हȣ हɉगे 
िजनका Ĥͧश¢ण, संगठन आǑद सुͪवधापवू[क ͩकया जा सकता है । 
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5. एकमाğ संभव ͪवͬध : जहाँ संगणना रȣǓत का Ĥयोग नहȣ ंͩकया जा सकता हो वहा ँǓनदश[न 
रȣǓत ĤयÈुत कȧ जाती है । 

6. समĒ के पǐरणामɉ कȧ जाचँ : संगणना रȣǓत से ĤाÜत पǐरणाम शुƨ एव ंͪवæवसनीय हɇ या 
नहȣ ंइसकȧ जाँच का एकमाğ तरȣका Ǔनदश[न ͪवͬध के ɮवारा हȣ ͩकया जाना संभव है ।   

4.8 Ǔनदश[न रȣǓत के दोष (Demerits of Sampling Method)  
1. इकाइयɉ मɅ एकǾपता एव ंसजातीयता न होने पर अनपुयÈुत । 
2. Ûयादश[ मɅ दैव ĤǓतचयन न होने तथा समुͬचत आकार मɅ कमी होने पर पǐरणाम अशुƨ एव ं

ħामक हɉगे ।  
3. ĤǓतदश[ हेत ुचुनी गई इकाई उपलÞध न होने पर उसके èथान पर ĤǓतèथाͪपत इकाई मɅ दैव 

ĤǓतचयन संभव नहȣ ंहो पाता अत: पǐरणामɉ मɅ Ǔनçप¢ता नहȣ ंरह पाती है । 
4. ĤǓतदश[ लेना, उसका आकार तथा संभाͪवत ͪवħम £ात करने हेत ु ͪवͧशçट £ान कȧ 

आवæयकता होती है । ͪवͧशçट £ान के अभाव मɅ पǐरणाम अशुƨ एव ंħामक हो सकत ेहɇ ।  

4.9 Ǔनदश[न के आवæयक त×व (Essentials of Sampling)  
1. सजातीयता (Homogeneity) : समĒ मɅ शाͧमल इकाइयɉ मɅ सजातीयता होनी चाǑहए 

ताͩक एक से अͬधक ĤǓतदश[ ͧलये जाने पर Ǔनधा[ǐरत सीमाओं मɅ हȣ उनके गणुɉ के ͪवचरण 
£ात ͩकए जा सकɅ  एव ंͪवæवसनीय पǐरणाम ĤाÜत हो सकɅ  । 

2. èवतंğता (Independence) : एक इकाई के ĤǓतदश[ मɅ सिàमͧलत ͩकए जाने का Ĥभाव 
अÛय इकाई के शाͧमल होने या न होने पर नहȣ ंपड़ े। समĒ कȧ िèथǓत मɅ ͪवͧभÛन वगȾ 
कȧ इकाई को ĤǓतदश[ मɅ शाͧमल होने के समान अवसर ͧमलने चाǑहए । 

3. ĤǓतǓनͬध×व (Representativeness) : ĤǓतदश[ ऐसा होना चाǑहए िजसमɅ समĒ के सभी 
गणु ͪवɮयमान हɉ । समĒ मɅ ͪवͪवधता होने कȧ िèथǓत मɅ ͪवͧभÛन वगȾ कȧ इकाइयɉ को 
ĤǓतदश[ मɅ शाͧमल ͩकया जाना चाǑहए । ĤǓतदश[ प¢पात रǑहत मɅ ͧलया जाना चाǑहए । 

4. पया[Üतता (Adequacy) : ĤǓतदश[ का आकार िजतना बड़ा होगा, उससे ĤाÜत पǐरणामɉ मɅ 
उतना हȣ अͬधक पǐरशुƨता का èतर होगा । अतएव समĒ के अनपुात मɅ ĤǓतदश[ का 
आकार पया[Üत होना चाǑहए ।  

5. अͧभनǓत का अभाव (Lack of Bias) : ĤǓतदश[ रȣǓत का चयन अनसुंधानकता[ओं के 
कायȾ, सूचकɉ ɮवारा भेजी गई सचूनाओं, Ǔनçकषɟ के Ǔनव[चन आǑद सभी èतरɉ पर प¢पात 
का अभाव होने पर हȣ Ǔनदश[न ͪवͬध सफल हो सकती है ।  

4.10 Ǔनदश[न ĤͩĐया तथा सàबƨ समèयाएँ (Sampling Process 
and Related Problems)  

1. समèया कȧ पǐरभाषा : Ǔनदश[न रȣǓत, ĤǓतदश[ का èवǾप तथा अपेͯ¢त पǐरशुƨता के èतर 
का Ǔनधा[रण समèया के अनǾुप होता है अत: Ǔनदश[न काय[ के आरंभ मɅ हȣ समèया को 
पǐरभाͪषत ͩकया जाना Įेयèकर होगा । 
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2. समĒ का £ान : अनसुधंान कȧ सàपणू[ इकाइया ँ िजनमɅ से ĤǓतदश[ चुना जाना है, समĒ 
कहलाती हɇ । समĒ पǐरͧमत या अपǐरͧमत तथा काãपǓनक या वाèतͪवक हो सकता है । 

3. सांिÉयकȧय इकाइया ँ: इकाई एक åयिÈत, पǐरवार या समहू हो सकता है । Ûयादश[ इकाइयɉ 
को Ǔनàनांͩकत चार भागɉ मɅ बाँट सकत ेहै : 

1. åयिÈत; 
2. सामािजक समहू जैसे – èकूल, Èलब, कुटुàब; 
3. Ǔनमा[णी इकाई जैसे– घर 
4. भौगोͧलक इकाई जैसे– वाड[, शहर, तहसील, िजला, राÏय, आǑद । 
5. साधन सूची : ऐसी सूची िजसमɅ समĒ कȧ सभी इकाइयɉ के नाम एव ंसंͯ¢Üत जानकारȣ 

उपलÞध हो सके, साधन सूची कहलाती है । 
6. Ûयादश[ का आकार : समĒ कȧ वे इकाइया ँिजÛहɅ अनसुधंान हेत ुचुना गया है । बड़ ेआकार 

का ĤǓतदश[ होने पर पǐरणाम पǐरशुƨता के Ǔनकट हɉगे ͩकÛत ुअÚययन काय[ कǑठन 
हो जायेगा । छोटा ĤǓतदश[ अÚययन कȧ Ǻिçट से उपयोगी होगा ͩकÛत ुपǐरणामɉ कȧ 
ͪवæवसनीयता कम हो जायेगी ।  
पारटेन के अनसुार, “अनसुंधान मɅ अनकूुल आकार का ĤǓतदश[ वह है जो काय[¢मता, 
ĤǓतǓनͬध×व, ͪवæवसनीयता तथा लोचशीलता कȧ आवæयकताओं को परूा– करता है । 
Ûयादश[ के आकार को Ĥभाͪवत करने वाले त×व (Factors Affecting the Size of 
Sample):–  

(i) समĒ कȧ ĤकृǓत : सजातीय इकाइयɉ कȧ िèथǓत मɅ छोटा तथा ͪवͪवधतापणू[ इकाइयɉ 
कȧ िèथǓत मɅ बड़ ेआकार का Ûयादश[ होना चाǑहए । 

(ii) वगɟ कȧ संÉया  :  अͬधक वग[ बनाने कȧ िèथǓत मɅ ĤǓतदश[ का आकार बड़ा होगा । 
(iii) अनसुंधान कȧ ĤकृǓत : ͪवèततृ एव ंगहन अÚययन कȧ िèथǓत मɅ Ûयादश[ का आकार 

छोटा रखना चाǑहए । तकनीकȧ सवȶ¢ण मɅ छोटा एव ंसाधारण सवȶ¢ण मɅ बड़ ेआकार 
का Ûयादश[ उͬचत रहता है। 

(iv) Ǔनदश[न ͪवͬध  :  èतǐरत ͪवͬध मɅ छोटे आकार के Ûयादश[ से तथा साधारण दैव Ǔनदश[न 
ͪवͬध मɅ Ûयादश[ के आकार को बड़ा रखने पर ͪवशुƨ पǐरणाम ĤाÜत हɉगे । अत: 
Ûयादश[ के आकार Ǔनधा[रण मɅ Ǔनदश[न ͪवͬध कȧ मह×वपणू[ भूͧमका है । 

(v) Ĥæनावलȣ का आकार : पछेू गए Ĥæनɉ कȧ संÉया कम होने पर Ûयादश[ का आकार 
अͬधक तथा Ĥæनɉ कȧ संÉया अͬधक होने पर Ûयादश[ का आकार कम रखना चाǑहए । 

(vi) सूचनादाताओं कȧ ĤकृǓत : यǑद सूचना अͬधक सूचकɉ से ĤाÜत होने कȧ संभावना हो 
तो Ûयादश[ का आकार बड़ा तथा कम सचूकɉ से ĤाÜत होने कȧ सभंावना हो तो 
Ûयादश[ का आकार छोटा रखना होगा । 

(vii) पǐरशुƨता कȧ माğा  :  सामाÛयतया यह माना जाता है ͩक Ûयादश[ के बड़ ेहोने पर 
पǐरशुƨता का èतर अͬधक होगा ͩकÛत ुĤǓतदश[ इकाइयɉ का चयन ͪवशेष व£ैाǓनक 
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पƨǓत से ͪवशेष£ɉ ɮवारा ͩकया जाये तो छोटे आकार के Ûयादश[ से भी अÍछे 
पǐरणाम ĤाÜत ͩकए जा सकत ेहɇ । 

(viii) åयावहाǐरक कारण  :  समय, Ĥͧशͯ¢त Ĥगणकɉ कȧ संÉया तथा धन पया[Üत Ǿप सn 
उपलÞध हɉ तो Ûयादश[ का आकार बड़ा रखा जा सकता है जबͩक इनकȧ सीͧमतता  
कȧ िèथǓत मɅ छोटा आकार रखना हȣ उͬचत होगा । 

6. Ǔनदश[न पƨǓत का चयन : Ǔनदश[न कȧ दैव Ǔनदश[न ͪवͬधयɉ एव ं गरै दैव Ǔनदश[न 
ͪवͬधयɉ मɅ से उͬचत ͪवͬध का चयन ͩकया जाना चाǑहए । 

7. Ǔनदश[न åयवèथा का संचालन : ͪवशेष सावधानी का Ĥयोग करत े हु ए समĒ मɅ से 
ĤǓतदश[ इकाइयɉ का संकलन करत ेहै । 

8. ĤǓतदश[ कȧ ͪवæवसनीयता परȣ¢ण : Ǔनàनांͩकत तीन रȣǓतयɉ ɮवारा ĤǓतदश[ कȧ 
ͪवæवसनीयता कȧ जाँच कर सकत ेहै । 
(i) ĤǓतदश[ के मापɉ कȧ समĒ के मापɉ से तुलना 
(ii) समानाÛतर ĤǓतदश[ लेकर दोनɉ ĤǓतदशȾ के मापɉ कȧ तुलना 
(iii) उप Ûयादश[ (उसी ĤǓतदश[ मɅ से एक ĤǓतदश[ लेकर) के मापɉ से तुलना 

9. ĤǓतचयन मɅ अͧभनǓत : अवलोकन कȧ ğǑुटयɉ का वह समहू जो ĤǓतदश[ इकाइयɉ के चयन 
को Ĥभाͪवत करता हɇ अͧभनǓत कहलाता है । अͧभनǓत चेतन (Conscious) अथवा 
अवचेतन (Sub conscious) हो सकती है । चेतन अͧभनǓत अनसुधंानकता[ कȧ åयिÈतगत 
धारणाओं के कारण पवू[ Ǔनयोिजत होती हɇ िजसके पǐरणाम गभंीर हो सकत े है । इसके 
ͪवपरȣत अवचेतन अͧभनǓत अनजाने मɅ होने से पǐरणाम Ïयादा गभंीर नहȣ ं होत े है । 
अͧभनǓत Ĥमुख Ǿप से तीन èतरɉ पर हो सकती है । चयन मɅ अͧभनǓत दोषपणू[ दैव 
चयन, सͪवचार चयन तथा इकाइयɉ के ĤǓतèथापन मɅ हो सकती है । संĒहण मɅ अͧभनǓत 
अपणू[ सचूना, सूचकɉ मɅ प¢पात, अनसुंधानकता[ के पवूा[Ēह तथा दोषपणू[ Ĥæनावलȣ के 
कारण हो सकती है ͪवæलेषण एव ं Ǔनव[चन मɅ अͧभनत अनपुयÈुत सांिÉयकȧ रȣǓतयɉ के 
कारण हो सकती है । अͧभनǓत कȧ रोकथाम हेत ुǓनàनांͩकत उपाय अपनाने चाǑहए:– 
(i) ĤǓतदश[ चयन यğंɉ या दैͪवक अंकɉ के आधार पर ͩकया जाये । 
(ii) ĤǓतदश[ इकाइयɉ कȧ ĤǓतèथापना से बचा जाये । 
(iii) ĤǓतदश[ कȧ सभी इकाइयɉ से सàबिÛधत पणू[ सचूना संगहृȣत कȧ जानी चाǑहए । 
(iv) Ĥæनावलȣ मɅ ऐसे Ĥæनɉ का हȣ समावेश हो िजनके अͬधक से अͬधक उ×तर ĤाÜत ͩकए 

जा सकɅ  ।  
(v) अनसुंधानकता[ अनभुवी, Ĥͧशͯ¢त तथा पवूा[Ēहɉ से रǑहत Ǔनçप¢ होना चाǑहए । 
(vi) समकंɉ के ͪवæलेषण एव ंǓनव[चन कȧ उपयÈुत ͪवͬधयɉ का Ĥयोग ͩकया जाना चाǑहए । 

10. समकं ͪवͬधयन एव ं Ǔनव[चन : संकͧलत संमकɉ का ͪवͬधवत ͪवæलेषण एव ं ͪवͬधयन करके 
कुशल Ǔनण[य हेत ुसावधानी से Ǔनव[चन ͩकया जाता है । 
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4.11 Ǔनदश[न ͪवͬधयाँ (Sampling Techniques) 
1. ĤाǓयकता Ǔनदश[न या दैव Ǔनदश[न ͪवͬधयɉ (Probability Sampling or Random 

Sampling Methods) 
(अ) सरल दैव Ǔनदश[न (Simple Random Sampling) 
(ब) सीͧमत दैव Ǔनदश[न (Restricted Random Sampling) 

(i) åयविèथत दैव Ǔनदश[न (Systematic Random Sampling) 
(ii) ͧमͬĮत या èतǐरत Ǔनदश[न (Mixed or Stratified Sampling) 
(iii) बहु èतरȣय Ǔनदश[न (Multistage Sampling) 
(iv) ¢ेğफल Ǔनदश[न (Area Sampling) 
(v) समूह Ǔनदश[न (Cluster Sampling) 

(स) èवीकृत या अनĐुͧमत Ǔनदश[न (Acceptance or Sequential Sampling) 
2. अĤाǓयकता Ǔनदश[न या गरै दैव Ǔनदश[न ͪवͬधया ँ(Non–probability Sampling or 

Non–random Sampling Methods) 
(अ) सͪवचार Ǔनदश[न (Purposive Sampling) 
(ब) अßयशं Ǔनदश[न (Quota Sampling) 
(स) सुͪवधानसुार Ǔनदश[न (Convenience Sampling) 
(द) ͪवèततृ Ǔनदश[न (Extensive Sampling) 
(य) èवय ंǓनवा[ͬचत Ǔनदश[न (Self–Selected Sampling) 

1.  ĤाǓयकता Ǔनदश[न (Probability Sampling) 
(अ) सरल दैव Ǔनदश[न (Simple Random Sampling) : इस ͪवͬध के अÛतग[त 

इकाइयɉ को समĒ मɅ से इस Ĥकार छाँटा जाता है ͩक Ĥ×येक इकाई के Ûयादश[ मɅ चुने 
जाने कȧ सàभावना समान रहती है । Ûयादश[ हेत ुइकाई का चयन अनसुंधानकता[ कȧ 
åयिÈतगत इÍछा पर आधाǐरत न होकर संयोग (Chance)अथवा ĤाǓयकता 
(Probability)पर आधाǐरत होता है । दैव Ǔनदश[न हेत ु Ǔनàनांͩकत मɅ से ͩकसी भी 
एक रȣǓत का Ĥयोग ͩकया जा सकता है : 
(i) लॉटरȣ ͪवͬध : इसमɅ समĒ कȧ Ĥ×येक इकाई का नाम या नàबर एक अलग पचȸ 

पर ͧलखत ेहɇ, त×पæचात ्सभी पͬच[यɉ कȧ एक समान गोͧलया ँबनाकर ͩकसी थैले 
या बत[न मɅ डाल देते हɇ । अनसुंधानकता[ ɮवारा èवय ं आँख बÛद कर अथवा 
Ǔनçप¢ åयिÈत ɮवारा उतनी पͬच[याँ Ǔनकालȣ जाती हɇ िजतनी इकाइया ँÛयादश[ मɅ 
शाͧमल करनी हɉ । 

(ii)  ढोल घमुाकर : समान आकर के ग×त,े लकड़ी या लोहे के टुकड़ ेिजन पर 0 से 9 
तक अंक ͧलखे रहत ेहɇ उÛहɅ ͩकसी ढोल मɅ डाल देते हɇ । ढोल को हाथ से या 
ǒबजलȣ से खूब घमुाकर Ǔनçप¢ åयिÈत से एक–एक टुकड़ा Ǔनकलवाया जाता है । 
इकाई, दहाई, सɇकड़ा, हजार आǑद के ͧलए अलग–अलग टुकड़ ेǓनकालकर इन अंकɉ 
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कȧ सहायता से Ûयादश[ कȧ इकाइया ँतैयार कर लȣ जाती है । आजकल ढोल के 
èथान पार चĐ का उपयोग भी होने लगा है । 

(iii) दैव संÉयाओं ɮवारा : ͪवͧभÛन संèथाओं एव ंसांिÉयकɉ ɮवारा रͬचत Ǔनàनांͩकत 
Ĥमुख दैव संÉया ताͧलकाओं से इकाइयɉ का चयन ĤǓतदश[ हेत ुͩकया जा सकता है 
: 
(अ) ǑटÜपेट कȧ चार–चार अंकɉ वालȣ 10400 दैव संÉया, 
(ब) ͩफशर एव ंयेɪस कȧ दो–दो अंकɉ वालȣ 15000 दैव सÉंया 
(स) केÖडाल एव ं िèमथ कȧ दो–दो तथा चार–चार अंकɉ वालȣ 1, 00,000 दैव 
संÉया  
(द) बÖैड कारपोरेशन कȧ दस लाख दैव संÉया सारणी 
(य) èने डेकर कȧ दैव संÉया सारणी 
(र) आई.बी.एम. कȧ दैव संÉया सारणी 

दैव Ǔनदश[न रȣǓत के गणु : 
1. यह सàभाͪवता ͧसƨाÛत का Ĥयोग ͩकये जाने के कारण व£ैाǓनक ͪवͬध है तथा सरल 

रȣǓत है। 
2. Ĥ×येक इकाई को चयन का समान अवसर ͧमलने से Ǔनçप¢ता रहती है । 
3. ĤǓतदश[ मɅ चुनी गई इकाइयɉ मɅ समĒ के गणु होने से ĤǓतǓनͬध×वपणू[ ĤǓतदश[ का 

चुनाव होता है।  
4. मूल Ûयादश[ कȧ ͪवæवसनीयता कȧ जाँच उप–Ûयादश[ ɮवारा कȧ जा सकती है । 
5. ͪवͧभÛन साथ[कता èतरɉ पर ĤǓतचयन ͪवħम (Sampling error) का मापन ͩकया जा 

सकता है । 
दैव Ǔनदश[न रȣǓत के दोष : 
1. केवल पǐरͧमत समĒ कȧ िèथǓत मɅ हȣ उपयोगी Èयɉͩक Ĥ×येक इकाई को Đमाकं देना 

होता है।  
2. समĒ मɅ सजातीयता न हो तथा ĤǓतदश[ का आकार छोटा हो तो ĤǓतदश[ न तो समĒ 

का ĤǓतǓनͬध×व हȣ करेगा न हȣ पǐरणाम शुƨ हɉगे । 
3. अपणू[ समंकɉ कȧ िèथǓत मɅ अनपुयोगी तथा चुनी हु ई इकाइयɉ से सàपक[  न होने कȧ 

िèथǓत मɅ अशुƨ पǐरणाम । 
4. इस ͪवͬध मɅ कई बार ऐसी आवæयक इकाइया ँछूट जाती हɇ जो अनसुंधान कȧ Ǻिçट से 

मह×वपणू[ ͧसƨ हो सकती थी । 
(ब) `सीͧमत दैव Ǔनदश[न (Restricted Random Sampling) : 

(i) åयविèथत दैव Ǔनदश[न (Systematic Random Sampling) : इस ͪवͬध मɅ 
समĒ कȧ सभी इकाइयɉ कȧ भौगोͧलक, वणा[×मक, संÉया×मक अथवा ͩकसी अÛय 
आधार पर Đमबƨ सूची तैयार कर लȣ जाती है । ĤǓतदश[ का आकार Ǔनिæचत कर 
Ĥथम इकाई का चयन दैव आधार पर तथा अÛय इकाइयɉ का चयन बराबर दरूȣ 
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पर आई इकाई के आधार पर ͩकया जाता है । उदाहरणाथ[, 100 इकाइयɉ के 
समĒ मɅ से 5 इकाइयɉ का चयन करना हो तो पहलȣ इकाई यǑद दैव आधार पर 
6 हो तो उसमɅ 100 / 5 = 20 द 2० के अÛतर से 6 के पæचात ्26,46,66, 
86वीं संÉया वालȣ इकाइया ँÛयादश[ मɅ हɉगी ।  
यह ͪवͬध पणू[ Ǿप से दैव ͪवͬध नहȣ ं है अत: इसे सीͧमत दैव Ǔनदश[न ͪवͬध भी 
कहत े है। यɮयͪप इस ͪवͬध मɅ पǐरशुƨता का उÍचतम èतर नहȣ ं रहता तथाͪप 
प¢पात रǑहत एव ंसरल होने के कारण åयवहार मɅ अͬधकतम उपयोग मɅ लाई 
जाती है 

(ii) ͧमͬĮत या èतǐरत दैव Ǔनदश[न (Mixed or Stratified Random Sampling) 
: यǑद समĒ कȧ इकाइयɉ मɅ गणुɉ कȧ Ǻिçट से अलग–अलग ͪवशेषताएँ हɉ तो 
ĤǓतबिÛधत दैव Ǔनदश[न कȧ èतǐरत दैव Ǔनदश[न ͪवͬध का Ĥयोग ͩकया जाता है । 
यह ͪवͬध सͪवचार Ǔनदश[न तथा दैव Ǔनदश[न ͪवͬध का ͧमĮण है । इसमɅ सव[Ĥथम 
ĤǓतदश[ इकाइयɉ को उनकȧ ͪवशेषताओं के आधार पर ͧभÛन–ͧभÛन सजातीय वगɟ 
मɅ बाँटत ेहɇ । इसके पæचात ्Ĥ×येक वग[ मɅ से कुछ इकाइयɉ को वग[ कȧ इकाइयɉ 
के अनपुात मɅ दैव ͪवͬध से चुन लेत े हɇ । उदाहरणाथ[, एक महाͪवɮयालय के 
1000 छाğɉ मɅ से 200 Ĥथम Įेणी, 300 ɮͪवतीय Įेणी तथा 500 ततृीय Įेणी 
ĤाÜत करने वाले हɇ । यǑद 20% छाğ अथा[त ्200 छाğɉ का Ûयादश[ लेना हो तो 
2 : 3 : 5 के अनपुात मɅ Ĥथम Įेणी से 40 छाğ, ɮͪवतीय Įेणी से 60 छाğ 
तथा ततृीय Įेणी से 100 छाğ चयǓनत हɉगे । इस ͪवͬध मɅ सभी वगɟ को शाͧमल 
ͩकया जाता है । अनसुधंानकता[ के Ǔनयğंण के कारण मह××वपणू[ इकाइया ँशाͧमल 
हो जाती हɇ । ĤǓतèथापन कȧ समèया नहȣ ंरहती Èयɉͩक ͩकसी èतर कȧ इकाई से 
सàपक[  न हो तो उसी वग[ कȧ दसूरȣ को चुन सकत ेहɇ । इसमɅ èतर ͪवभाजन सहȣ 
न होने कȧ िèथǓत मɅ Ǔनçकष[ ħामक हɉगे । 

(iii) बहु èतरȣय दैव Ǔनदश[न (Multistage Random Sampling) : यǑद समĒ मɅ 
अ×यͬधक इकाइया ँहो अथवा ¢ेğ बहु त बड़ा हो तो समĒ को कई èतरɉ मɅ बाँटकर 
दैव Ǔनदश[न ͪवͬध ɮवारा उसमɅ से इकाइयɉ का चयन ͩकया जाता है । इन चयǓनत 
इकाइयɉ का उप–ͪवभाजन कर दैव Ǔनदश[न आधार पर कुछ उप–इकाइयɉ को चुना 
जाता है । इस Ĥकार यह काय[ अगले èतरɉ तक चलता रहता है । यह ͪवͬध 
èतǐरत Ǔनदश[न तथा दैव Ǔनदश[न ͪवͬध का सिàमĮण है । उदाहरणाथ[, राजèथान 
मɅ गेहू ँकȧ ĤǓत एकड़ उपज £ात करने हेत ुराजèथान के कुछ िजलɉ, िजलɉ मɅ से 
गाँवɉ तथा गाँवɉ मɅ से कुछ खेतɉ का चयन ͩकया जायेगा । 

(iv) ¢ेğफल Ǔनदश[न (Area or Cluster Random Sampling) : इस ͪवͬध मɅ 
ĤǓतदश[ के चयन हेत ु¢ेğ (Area) को आधार Ǿप मɅ लेत ेहɇ । सàपणू[ समĒ को 
¢ेğीय आधार पर कई खÖडɉ मɅ ͪवभÈत कर Ǒदया जाता है । इन खÖडɉ मɅ से 
कुछ खÖडɉ को दैव ĤǓतचयन ͪवͬध से चुन कर Ûयादश[ मɅ सिàमͧलत करत े है । 
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इस ͪवͬध मɅ ¢ेğ ĤǓतचयन इकाई (Sampling) माना जाता हɇ तथा िजन इकाइयɉ 
के सàबÛध मɅ सूचना एकğ कȧ जाती है वे Ĥारंͧभक इकाइया ँ (Elementary 
units) के Ǿप मɅ जानी जाती है । उदाहरण के ͧलए यǑद हमɅ राजèथान के लोगɉ 
के खान–पान का अÚययन करना है तो सव[Ĥथम हम राजèथान राÏय को िजले, 
तहसील एव ंगाँव मɅ ͪवभÈत करɅगे । सभी गाँवɉ मɅ से कुछ गाँव Ûयादश[ के Ǿप मɅ 
ͧलये जायɅगे । यहा ँ“गाँव” ĤǓतदश[ इकाई तथा इन गाँवɉ के åयिÈत, पǐरवार सवȶ 
कȧ Ĥारंͧभक इकाई हɉगे । इस ͪवͬध मɅ काय[ यांǒğक होने से सरल व ͧमतåययी 
होता है । 

(स) èवीकृत या अनĐुͧमत Ǔनदश[न (Acceptance or Sequential Sampling) : इस 
ͪवͬध के अÛतग[त ͩकसी गणु ͪवशेष के आधार पर वèत ुको èवीकृत ͩकया जाये अथवा 
नहȣ ंयह Ǔनण[य ĤǓतदश[ इकाइयɉ कȧ जाँच ɮवारा ͩकया जाता है । दोषपणू[ इकाइयɉ कȧ 
संÉया Ǔनधा[ǐरत सीमा के बाहर होने पर Ĥचय (Lot) को अèवीकृत तथा Ǔनधा[ǐरत 
सीमा मɅ होने पर èवीकृत कर Ǒदया जाता है । यह ͪवͬध अÛय ͪवͬधयɉ से इस अथ[ मɅ 
ͧभÛन हɇ ͩक अÛय ͪवͬधयɉ मɅ Ǔनदश[न ͪवħम Ûयादश[ के चुनाव के पæचात ्£ात ͩकया 
जाता हɇ ͩकÛत ुइस रȣǓत मɅ Ǔनदश[न ͪवħम (Sampling Error) का अनमुान लगाकर 
उसके आधार पर Ûयादश[ का आकार Ǔनधा[ǐरत ͩकया जाता है ।  
इसमɅ Ûयादश[ इकाई के èथान पर Ĥचय (Lot) मɅ ͧलया जाता है । यह ͪवͬध उɮयोगɉ 
मɅ ͩकèम Ǔनयğंण हेत ुĤयोग मɅ लाई जाती है । हम इस ͪवͬध को Ǔनàनांͩकत तीन 
भागɉ मɅ काया[िÛवत कर सकत ेहɅ:– 
(i) एकल Ǔनदश[न (Single Sampling) :– Ĥचय कȧ èवीकृǓत हेत ुएक Ûयादश[ चुन 

कर केवल उसी Ûयादश[ के Ǔनरȣ¢ण के आधार पर Ĥचय (Lots) èवीकृत करने 
अथवा न करने का Ǔनण[य लेने कȧ åयवèथा एकल Ǔनदश[न कहलाती है । 
उदाहरणाथ[ ͩकसी वèत ु के उ×पादन मɅ 5000 इकाइयɉ के समहू मɅ से 500 का 
Ûयादश[ चुना जाये तथा 500 मɅ से अͬधकतम दूͪ षत èवीकाय[ संÉया 30 हो तो 
ऐसी िèथǓत मɅ 500 के ĤǓतदश[ मɅ 30 से अͬधक दूͪ षत इकाइया ँपाये जाने पर 
परूा समूह अèवीकृत कर Ǒदया जायेगा ।  

(ii) दोहरा Ǔनदश[न (Double Sampling) :– एकल Ǔनदश[न मɅ जहा ँएक ĤǓतदश[ के 
Ǔनरȣ¢ण के आधार पर èवीकृत होने या न होने का Ǔनण[य ले ͧलया जाता हɇ, वहȣ 
दोहरा Ǔनदश[न मɅ एक के अèवीकृत होने पर दसूरा Ĥचय (Lot) लɅगे अगर इसमɅ 
दूͪ षत इकाइयɉ कȧ संÉया Ǔनधा[ǐरत सीमा से कम पाई जाती हɇ तो परूा माल 
èवीकृत कर Ǒदया जाता है । 

(iii) बहु ल Ǔनदश[न (Multiple Sampling) :– इसके अंतग[त तीन या अͬधक एक के 
बाद एक अनेक ĤǓतदश[ लेकर Ǔनण[य ͧलए जाते है । इसमɅ कुल ͩकतने Ûयादश[ 
Ǔनकाले जायɅगे इसका Ǔनण[य पहले हȣ कर ͧलया जाता है । 
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èवीकृत Ǔनदश[न ͪवͬध वहा ँउपयोगी होती हɇ जहाँ Ǔनण[य एक ĤǓतदश[ के आधार पर 
नहȣ ंͧलए जा सकत ेहɇ । इस ͪवͬध मɅ कई Ǔनरȣ¢ण होने से यह खचȸलȣ एंव ĮमसाÚय 
होती है । इसमɅ पǐरशुƨता Ĥमाप पवू[ Ǔनधा[ǐरत करना तक[  संगत Ĥतीत नहȣ ंहोता है । 

2. अĤाǓयकता Ǔनदश[न ͪवͬधया ँ(Non–probability Sampling Methods) 
ऐसी Ǔनदश[न ͪवͬधया ँ िजनमɅ इकाइयɉ का चयन संयोग अथवा ĤाǓयकता पर आधाǐरत 
न होकर अनसुधंानकता[ के उƧेæयɉ एव ंसुͪवधा पर आधाǐरत होता हɇ गरै ĤाǓयकता 
अथवा गरै दैव Ǔनदश[न ͪवͬधया ँकहलाती है । अब हम इनका ͪवèतार से अÚययन 
करɅगे:– 
(अ) सͪवचार Ǔनदश[न (Purposive or Judgment Sampling) : जब 

अनसुंधानकता[ अपने शान, Ĥͧश¢ण, अनभुव के आधार पर अनसुंधान के 
उƧेæयानसुार ऐसी कुछ इकाइयɉ का चयन करता है िजनमɅ समĒ के गणुɉ का 
उͬचत ĤǓतǓनͬध×व होता हो तो ऐसा Ǔनदश[न सͪवचार Ǔनदश[न कहलाता है । दैव 
Ǔनदश[न ͪवͬध के अÛतग[त मह×वपणू[ इकाइयɉ के छूटने कȧ संभावना रहती है इस 
ͪवͬध मɅ चयन पणू[तया अनसुधंानकता[ कȧ åयिÈतगत इÍछा एंव ͪववेक पर Ǔनभ[र 
होने के कारण अनसुंधान कȧ सफलता उसकȧ Ǔनçप¢ता एव ं£ान से Ĥभाͪवत 
होती है । दो अनसुंधानकता[ओं ɮवारा चयन कȧ िèथǓत मɅ पǐरणामɉ मɅ èवाभाͪवक 
Ǿप से अÛतर होगा । समĒ का ¢ेğ सीͧमत होने पर यह ͪवͬध उपयोगी है साथ 
हȣ सरल एव ंͧमतåययी भी है । यह ͪवͬध उन अनसुंधानɉ मɅ अ×यͬधक उपयोगी 
साǒबत होगी जहा ँइकाई ͪवशेष या इकाइयɉ को गहन अÚययन हेत ुĤǓतदश[ मɅ 
सिàमͧलत करना आवæयक हो । इस ͪवͬध मɅ इकाई को चुनने के समान अवसर 
नहȣ ंहोने से व£ैाǓनक ͪवͬध के Ǿप मɅ èवीकार नहȣ ंͩकया जाता है । प¢पात कȧ 
संभावना होने से Ûयादश[ के ĤǓतǓनͬध×वपणू[ न होने कȧ संभावना बनी रहती हɇ 
साथ हȣ Ûयादश[ ͪवħम का अनमुान लगाना कǑठन काय[ होता है । 

(ब) अßयशं Ǔनदश[न (Quota Sampling): समĒ को èतǐरत ĤǓतचयन कȧ भाँǓत 
कुछ Ǔनिæचत वगɟ मɅ बाँट Ǒदया जाता है । Ĥ×येक से ͩकतनी इकाइयɉ का चयन 
ͩकया जायेगा यह पवू[ मɅ Ǔनधा[ǐरत कर Ǒदया जाता है िजसे अßयशं (Quota) 
कहत ेहै । ͪवͧभÛन वगɟ मɅ से ĤǓतचयन इकाइयɉ का चुनाव दैव आधार के èथान 
पर Ĥगणकɉ (Enumerators) के ͪववेक पर छोड़ Ǒदया जाता है । 
जनमत सवȶ¢णɉ (Public Opinion Polls) तथा åयावसाǓयक सवȶ¢णɉ 
(Business Surveys) के ͧलये उपयÈुत इस रȣǓत मɅ Ĥगणकɉ कȧ èवतंğता से 
पǐरणामɉ मɅ प¢पात कȧ संभावना बनी रहती है । इस हेत ुपणू[ Ĥͧशͯ¢त एव ं
ईमानदार Ĥगणकɉ कȧ आवæयकता रहती है । यɮयͪप इकाई चयन कȧ èवतंğता 
से मह×वपणू[ इकाइयɉ को Ûयादश[ मɅ शाͧमल तो ͩकया जा सकता है ͩकÛत ु
Ǔनदश[न ͪवħम का Ǔनधा[रण करना संभव नहȣ ंहो पाता है । 

(स) सुͪवधानसुार Ǔनदश[न (Convenience Sampling) : जब अनसुधंानकता[ ͩकसी 
Ǔनिæचत पƨǓत को अपनाने के èथान पर अपनी सुͪवधानसुार इकाइयɉ का चयन 
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कर लेता हɇ तो इसे सुͪवधानसुार Ǔनदश[न के नाम से जाना जाता है । समĒ के 
èपçटतया पǐरभाͪषत न होने कȧ िèथǓत मɅ इस ͪवͬध का Ĥयोग ͩकया जाता है । 
दरूभाष Ǔनदȶͧशका (Telephone Directory) मɅ से नाम, पत े छाँटकर उÛहɅ 
ĤǓतदश[ मɅ शाͧमल करना, वाͨणÏय महाͪवɮयालय कोटा के ͩकसी ĤाÚयापक ɮवारा 
कोटा शहर के छाğɉ पर शोध हेत ुअपनी सुͪवधा से केवल वाͨणÏय महाͪवɮयालय 
कोटा के छाğɉ को शाͧमल करना सुͪवधानसुार Ǔनदश[न के उदाहरण है । 

(द) ͪवèततृ Ǔनदश[न (Extensive Sampling): इस ͪवͬध मɅ केवल वे हȣ इकाइया ँ
छोड़ी जाती हɇ िजनके संबधं मɅ सूचना ĤाÜत करना कǑठन या लगभग असंभव हो 
अÛयथा बडी संÉया मɅ इकाइयɉ कȧ सूचना एकğ कȧ जाती है । उदाहरण के ͧलए 
यǑद समĒ मɅ 1000 इकाइया ँहै तो 900 अथवा अͬधक इकाइया ँͪवèततृ Ǔनदश[न 
हेत ुचयǓनत कȧ जा सकती है । 

(य) èवय ं Ǔनवा[ͬचत Ǔनदश[न (Self–Selected Sampling): इस ͪवͬध मɅ इकाइयɉ 
का चयन अनसुधंानकता[ पर Ǔनभ[र न होकर इकाइयɉ पर èवतंğ Ǿप से Ǔनभ[र 
होता है ͩक वे ĤǓतदश[ कȧ इकाई बनɅ अथवा नहȣ ं। इकाई ɮवारा èवय ंĤǓतदश[ मɅ 
सिàमͧलत होने से यह ͪवͬध èवय ं Ǔनवा[ͬचत Ǔनदश[न ͪवͬध कहलाती है । 
उदाहरणाथ[, कोई कàपनी अपने उ×पाद हेत ुसमाचार पğ रेͫडयो एव ंटेलȣͪवजन के 
माÚयम से जनता से सुझाव आमंǒğत करती है तो जो åयिÈत सुझाव भेजत ेहɇ वे 
ĤǓतदश[ कȧ इकाई बन जाते हɇ । 

4.12 ĤाǓयकता ͧसƨाÛत (Probability Theory) 
दैव Ûयादश[ ͪवͬध ĤाǓयकता अथवा सàभाͪवता ͧसƨाÛत पर आधाǐरत है । कॉनर के 
अनसुार, “ĤाǓयकता हमारȣ इस Ĥ×याशा का माप है ͩक एक घटना घǑटत होगी या 
नहȣं।'' लाÜलास के शÞदɉ मɅ, “ĤाǓयकता अनकूुल घटनाओं का समान Ǿप से घǑटत होने 
वालȣ कुल घटनाओं के साथ अनपुात है ।'' अगर ͩकसी घटना के घǑटत होने के ͧलए 
m तथा न घǑटत होने के ͧलए n ĤयÈुत करɅ तो उस घटना के घǑटत होने कȧ अथवा 
घǑटत न होने कȧ ĤाǓयकता को हम Ǔनàनानसुार £ात कर सकत ेहै:– 

घटना के घǑटत होने कȧ ĤाǓयकता (p) =
m

m n
 

घटना के घǑटत न होने कȧ ĤाǓयकता (q) =
n

m n
   

 
उदाहरण के ͧलए ताश के 52 प×तɉ मɅ से कोई एक प×ता Ǔनकालने पर उसके ͩकसी 

एक बेगम होने कȧ ĤाǓयकता 
4
52

 या 
1

13
 है । इसी Ĥकार एक ͧसÈके को उछालने पर 

या तो वह ͬचत (Head) ͬगरेगा या पट (Tail). ͧसÈके के ͬचत ͬगरने कȧ ĤाǓयकता 
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1
2
 तथा पट ͬगरने कȧ ĤाǓयकता भी 

1
2
 है । यǑद एक सुडौल ͧसÈके को 500 बार 

उछाला जाये तो वह लगभग 250 बार ͬचत तथा लगभग 250 बार पट आना चाǑहए 
। ĤाǓयकता £ात करने हेत ुउपयु [Èत सूğ को Ǔनàनांͩकत Ǿप मɅ भी ͧलख सकत ेहै:– 

  ĤाǓयकता =    
अनुकूलतम पǐरिèथǓतयɉ कȧ संÉया

  समèत पǐरिèथǓतयɉ कȧ कुल संÉया   
 

Ǔनिæचतता कȧ िèथǓत मɅ ĤाǓयकता का मान 1 तथा अǓनिæचतता कȧ िèथǓत मɅ 0 
होता है । ĤाǓयकता ͧसƨाÛत यह èपçट करता है ͩक यǑद ͩकसी समĒ मɅ से ͪवͧभÛन 
इकाइयɉ के चुने जाने कȧ संभावना समान हो एव ंउस समĒ मɅ से कुछ इकाइयɉ का 
चयन दैव आधार पर ͩकया जाये तो चयन ͩकए गए Ûयादश[ मɅ ͪवͧभÛन गणुɉ वालȣ 
इकाइया ँउसी अनपुात मɅ हɉगी िजसमɅ वे परूȣ समĒ मɅ ͧमलती है । ता×पय[ यह है ͩक 
दैव Ûयादश[ पया[Üत Ǿप से समĒ का ĤǓतǓनͬध×व करेगा । सांिÉयकȧय Ǔनयͧमतता 
Ǔनयम तथा महाकं जड़ता Ǔनयम इसी ͧसƨाÛत पर आधाǐरत है । 

4.13 सांिÉयकȧय Ǔनयͧमतता Ǔनयम (Law of Statistical 
Regularity) 
सांिÉयकȧय Ǔनयͧमतता Ǔनयम का आधार ĤाǓयकता ͧसƨाÛत है । ͩकंग के अनसुार, 
“यǑद ͩकसी बहु त बड़ ेसमहू मɅ से दैव ĤǓतचयन ɮवारा यथोͬचत Ǿप से बड़ी संÉया मɅ 
इकाइयɉ को चुन ͧलया जाये तो यह लगभग Ǔनिæचत है ͩक इन इकाइयɉ मɅ औसत Ǿप 
से उस बड़ ेसमूह के गणु आ जायɅगे।” इस ĤवǓृत को हम सांिÉयकȧय Ǔनयͧमतता 
Ǔनयम कहत ेहै । यह Ǔनयम Ǔनदश[न ͪवͬध हेत ुआधार पर माना जाता है Èयɉͩक दैव 
ĤǓतचयन ɮवारा बड़ ेआकार के Ûयादश[ का अÚययन कर कम समय, कम Įम व कम 
åयय मɅ उतने हȣ ͪवæवसनीय एव ं पǐरशुƨ पǐरणाम £ात ͩकए जा सकत े है िजतने 
संगणना रȣǓत से । åयावहाǐरक जगत मɅ अ×यͬधक उपयोगी इस Ǔनयम को बीमा–
åयवसाय, जुए के खेल, अपराधɉ मɅ पाई जाने वालȣ Ǔनयͧमतताओं के अÚययन मɅ 
ĤयÈुत ͩकया जाता है । इस Ǔनयम के औसत Ǿप से हȣ स×य होने के कारण ĤǓतदश[ 
और समĒ के पǐरणामɉ मɅ कुछ अÛतर हो सकता है । इस Ǔनयम के लाग ूहोने के 
ͧलये आवæयक है ͩक इकाइयɉ को Ûयादश[ मɅ सिàमͧलत होने के समान अवसर ĤाÜत 
हो साथ हȣ उÛहɅ दैव आधार पर चुना जाये । सͪवचार ĤǓतचयन कȧ दशा मɅ यह Ǔनयम 
लाग ूनहȣ ंहोगा । इस Ǔनयम के लाग ूहोने के ͧलये यह भी आवæयक है ͩक ĤǓतदश[ मɅ 
इकाइया ँपया[Üत माğा मɅ चयǓनत कȧ जाये । 

4.14 महांक जड़ता Ǔनयम (Law of Inertia of Large Numbers)  
 
इस Ǔनयम को सांिÉयकȧय Ǔनयͧमतता Ǔनयम का उप Ĥमेय (Corrollary) मानते है । 
इस Ǔनयम के अनसुार डॉ. बाउले के शÞदɉ मɅ, ''बड़ी संÉयाएँ छोटȣ संÉयाओं कȧ अपे¢ा 
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अͬधक िèथर होती हɇ ।'' छोटȣ संÉयाओं के एक समूह मɅ यǑद एक Ǒदशा मɅ कोई 
पǐरवत[न होता है और दसूरे समूह मɅ ͩकसी दसूरȣ Ǒदशा मɅ पǐरवत[न होता हɇ तो दोनɉ 
समूहɉ को ͧमलाने पर पǐरवत[न ¢Ǔतपरूक होने से कोई Ĥभाव नहȣ ंहोगा या अ×यͬधक 
कम होगा । इस Ĥकार कह सकत े है ͩक छोटे समहू मɅ पǐरवत[न अͬधक होता है 
जबͩक बड़ ेसमूह मɅ पǐरवत[न कम होता है । ͩकंग ने इस बात पर बल देते हु ए कहा है 
ͩक “अनेक बार तØयɉ के एक बड़ ेसमूह के एक भाग मɅ एक Ǒदशा मɅ पǐरवत[न होता 
हɇ तो संभावना यहȣ होती है ͩक उसी समूह के इसके बराबर के दसूरे भाग मɅ पǐरवत[न 
ठȤक ͪवपरȣत Ǒदशा मɅ होता हɇ, अत: कुल पǐरवत[न बहु त कम होता है ।'' दैव ĤǓतचयन 
मɅ उपयोगी इस ͧसƨाÛत के कारण बड़ी माğा मɅ ĤǓतदश[ इकाइयɉ के होने से पǐरशुƨता 
उÍचतम èतर कȧ होगी । डॉ. बाउले के अनसुार “बड़ी संÉयाओं मɅ अ×यͬधक जड़ता 
होती है । इस िèथरता के कारण हȣ सांिÉयकȧय माप सभंव होती है ।'' 

4.15 Ǔनदश[न एवं गैर Ǔनदश[न ͪवħम (Sampling and Non–
Sampling Errors)  
Ûयादश[ ͩकतनी हȣ Ǔनçप¢ता के साथ ͧलया जाये ͩफर भी यह आवæयक नहȣ ं है ͩक 
वह समĒ के गणुɉ का पणू[ Ǿप से ĤǓतǓनͬध×व करेगा । समĒ एव ं Ûयादश[ के 
सांिÉयकȧय मापɉ (Ĥाचल एव ंĤǓतदश[ज) मɅ अंतर हो सकता हɇ साथ हȣ यह भी संभव 
है ͩक एक हȣ समĒ से ͧलए गए ͧभÛन–ͧभÛन Ûयादशɟ के सांिÉयकȧय मापɉ मɅ भी 
अंतर आये । यह अÛतर दो कारणɉ से होता है– पहला जो अÛतर Ǔनदश[न ĤͩĐया के 
कारण उ×पÛन होता है, Ǔनदश[न ͪवħम (Sampling Error) कहलाता है । तथा दसूरा 
जो Ǔनदश[न अथवा संगणना रȣǓत दोनɉ मɅ हȣ अÛतǓन[Ǒहत होता है । गरै–Ǔनदश[न ͪवħम 
(Non–Sampling Error) कहलाता है । 
Ǔनदश[न ͪवħम (Sampling Error) 
अनसुंधान कȧ Ǔनदश[न Ĥणालȣ मɅ समĒ के एक छोटे Ǒहèसे का अÚययन करत े है । 
दैव (Chance) कारक के कारण ͪवħम उ×पÛन होत ेहै, फलèवǾप समĒ एव ंÛयादश[ 
के मापɉ मɅ ͧभÛनता Ǻिçटगोचर होती हɇ िजसे Ǔनदश[न ͪवħम के नाम से जाना जाता है 
। दसूरे शÞदɉ मɅ, “अवसर कȧ उपिèथǓत के पǐरणामèवǾप Ĥाचल (Parameters) तथा 
ĤǓतदश[ज (Statistic) मɅ पाये जाने वाला अÛतर Ǔनदश[न ͪवħम कहलाता हɇ ।” 
Ǔनदश[न ͪवħम िजतना कम होगा Ûयादश[ उतना हȣ समĒ के Ǔनकट व ĤǓतǓनͬध होगा 
। दैव आधार पर चुने गये Ûयादश[ के आकार मɅ वृͪ ƨ कर Ǔनदश[न ͪवħम को कम 
ͩकया जा सकता है । Ǔनदश[न ͪवħम का आकलन ͪवͧभÛन साथ[कता èतरɉ (Level of 
significance) पर Ĥमाप ͪवħम ɮवारा करत ेहɇ जो ͩक Ǔनिæचत सीमाओं के अÛतग[त 
होता है । 
गरै–Ǔनदश[न ͪवħम तप (Non–Sampling Error) 
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सभी Ĥकार कȧ शोध Ĥणाͧलयɉ (संगणना तथा Ǔनदश[न) मɅ गरै–Ǔनदश[न ͪवħम Ĥकट 
होत े हɇ जो मानव कारक (Human Factor) के कारण उ×पÛन होत े है । 
अनसुंधानकता[ कȧ अनभुवहȣनता, Ĥͧश¢ण ͪवहȣनता एव ंप¢पातपणू[ झुकाव, अनपुयÈुत 
सांिÉयकȧय इकाई चयन, Ûयादश[ का बहु त छोटा आकार, दोषपणू[ वगȸकरण, सͪवचार 
Ǔनदश[न, साधन सचूी के दोषपणू[ या अपणू[ होने, Ǔनçकषɟ के Ĥèतुतीकरण मɅ ğǑुट आǑद 
से गरै–Ǔनदश[न ͪवħम उ×पÛन होते है । इÛहɅ मापा नहȣ ंजा सकता तथा एक हȣ Ǒदशा 
मɅ होने के करण सचंयी (Cumulative) ĤकृǓत के होते है । Ǔनव[चन कȧ Ǻिçट से ये 
मह×वपणू[ (Significant) होत े है । िजनके सàबÛध मɅ यǑद उͬचत सावधानी बरती 
जाये तो Ǔनयğंण संभव है ।  

4.16 सारांश (Summary)  
अनसुंधान ¢ेğ कȧ समèत इकाइयɉ का समूह समĒ कहलाता है । अगर समĒ कȧ 
Ĥ×येक इकाई के सàबÛध मɅ ͪवèततृ जानकारȣ ĤाÜत करनी हो तो यह संगणना रȣǓत 
तथा कुछ ĤǓतǓनͬध इकाइयɉ का हȣ अÚययन ͩकया जाना हो तो यह Ǔनदश[न रȣǓत 
कहलाती है । समĒ मɅ संÉया Ǔनिæचत होने पर उसे पǐरͧमत समĒ तथा अनतं एव ं
असीͧमत होने कȧ दशा उसे अपǐरͧमत समĒ कहत ेहै । समĒ वाèतͪवक या काãपǓनक 
हो सकता है । जहा ँगहन अÚययन अपेͯ¢त हो, ¢ेğ सीͧमत हो, ͪवæवसनीयता एव ं
शुƨता का उÍच èतर अपेͯ¢त हो वहा ँसंगणना रȣǓत का Ĥयोग ͩकया जाता है । 
ĤǓतदश[ से आशय समĒ कȧ इकाइयɉ के ऐसे Ǒहèसे से है िजनके आधार पर समĒ के 
संबधं मɅ Ǔनçकष[ Ǔनकाले जा सकत े हɇ । ĤǓतचयन ͧसƨाÛत के उƧेæयɉ मɅ Ûयादश[ 
इकाइयɉ के अÚययन के आधार पर समĒ कȧ इकाइयɉ का अनमुान लगाना तथा इन 
अनमुानɉ कȧ ͪवæवसनीयता कȧ जाँच को शाͧमल ͩकया जाता है । Ǔनदश[न Ĥणालȣ के 
कुछ Ǔनिæचत आधारभतू ͧसƨाÛत हɇ िजनमɅ ͪवͪवधता मɅ अÛतǓन[Ǒहत एकता, समĒ के 
गणुɉ कȧ समाͪवçटता, पया[Üत पǐरशुƨता तथा पǐरणामɉ कȧ ͪवæवसनीयता कȧ जाँच को 
Ĥमुख माना जाता है । समĒ के अनÛत होने, मानवीय Įम, समय व धन कȧ 
सीͧमतता, तुलना×मक Ǿप से कम पǐरशुƨता èतर, इकाइयɉ कȧ सजातीयता, अनसुंधान 
के दौरान इकाइया ँ नçट होने कȧ संभावना तथा संगणना रȣǓत कȧ अंसभवता जैसी 
िèथǓतयɉ मɅ Ǔनदश[न रȣǓत उपयÈुत होती है । आधुǓनक यगु मɅ Ǔनदश[न रȣǓत का 
मह××व औɮयोͬगक, सामािजक एव ंराजनǓैतक ¢ेğɉ मɅ Ǒदन–ĤǓतǑदन बढ़ रहा है Èयɉͩक 
यह एकमाğ सभंव रȣǓत है साथ हȣ सवा[ͬधक åयावहाǐरक एव ंसवȾ×तम रȣǓत है । 
Ǔनदश[न रȣǓत गͨणतीय संभाͪवता ͧसƨाÛत पर आधाǐरत होने के कारण व£ैाǓनक रȣǓत 
है िजसमɅ समय, Įम व धन कȧ बचत के साथ–साथ गहन अÚययन कर पǐरशुƨ 
Ǔनçकष[ ĤाÜत ͩकए जा सकत ेहɇ । इसके ɮवारा समĒ के पǐरणामɉ कȧ जाचँ कȧ जा 
सकती हɇ संगठन एव ंĤबÛध मɅ कम इकाइयɉ के कारण सुͪवधा रहती है । Ǔनदश[न 
रȣǓत इकाइयɉ मɅ ͪवͪवधता होने पर अनपुयÈुत रहती है । इकाइयɉ के ĤǓतèथापन कȧ 
िèथǓत मɅ दैव चयन कȧ अनपुिèथǓत Ǔनçप¢ता पर Ĥभाव डालती है । ĤǓतचयन 
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ĤͩĐया मɅ ͪवͧशçट £ान कȧ आवæयकता होती है । Ǔनदश[न हेत ुआवæयक है ͩक 
इकाइया ँसजातीय, èवतंğ, ĤǓतǓनͬध×वपणू[ हɉ । ĤǓतदश[ का आकार पया[Üत हो तथा 
अͧभनǓत का अभाव होना चाǑहए । Ǔनदश[न ĤͩĐया मɅ समèया को पǐरभाͪषत ͩकया 
जाना चाǑहए, समĒ कȧ ĤकृǓत कȧ जानकारȣ होनी चाǑहए, सांिÉयकȧय इकाई सुǓनिæचत 
एव ंसुपǐरभाͪषत हो, साधन सचूी कȧ जानकारȣ हो तथा Ûयादश[ का आकार इतना बड़ा 
भी न हो ͩक अÚययन करना कǑठन हो तथा इतना छोटा भी न हो ͩक पǐरणामɉ कȧ 
ͪवæवसनीयता हȣ न रहे । Ǔनदश[न कȧ उͬचत ͪवͬध का चयन, Ǔनदश[न åयवèथा का 
संचालन, ĤǓतदश[ कȧ ͪवæवसनीयता परȣ¢ण, ĤǓतचयन मɅ अͧभनǓत, समंक ͪवͬधयन 
एव ंǓनव[चन जैसे त×वɉ का Ǔनदश[न ĤͩĐया के दौरान Úयान रखा जाना चाǑहए । 
Ǔनदश[न कȧ ͪवͬधयɉ को Ĥमुखत: दो भागɉ मɅ बाँटा जा सकता है । पहले मɅ ĤाǓयकता 
आधाǐरत Ǔनदश[न िजसमɅ दैव Ǔनदश[न, सीͧमत दैव Ǔनदश[न (åयविèथत दैव Ǔनदश[न, 
ͧमͬĮत, बहु èतरȣय, ¢ेğफल तथा समहू Ǔनदश[न) तथा èवीकृǓत या अनĐुͧमक Ǔनदश[न 
शाͧमल है । दसूरे मɅ अĤाǓयकता Ǔनदश[न के आधार पर अÚययन कर सकत ेहɇ िजनमɅ 
सͪवचार, अßयशं, सुͪवधानसुार, ͪवèततृ एव ंèवय ंǓनवा[ͬचत Ǔनदश[न को शाͧमल करत े
है। दैव Ǔनदश[न मɅ Ĥ×येक इकाई को Ûयादश[ मɅ शाͧमल होने का समान अवसर ĤाÜत 
होता है अनसुंधानकता[ कȧ वयैिÈतक इÍछा शाͧमल नहȣ ं होती है । इसके अÛतग[त 
लॉटरȣ ͪवͬध, ढोल घमुाकर, दैव संÉयाओं ɮवारा इकाइयɉ का चयन ͩकया जाता है । 
यह सरल, ͧमतåययतापणू[ एव ंव£ैाǓनक ͪवͬध हɇ िजसमɅ ĤǓतचयन ͪवħम का मापन 
ͩकया जा सकता है । ͩकÛत ुयह ͪवͬध तभी उपयोगी हɇ जब कȧ सभी इकाइयɉ कȧ 
वणा[×मक, भौगोͧलक, संÉया×मक आधार पर सूची तैयार कर Ĥथम इकाई का चयन दैव 
आधार पर तथा शेष को समान दरूȣ पर आई इकाई के आधार चयǓनत ͩकया जाता है 
। ͧमͬĮत Ǔनदश[न मɅ इकाइयɉ को ͪवशेषताओं के आधार पर सजातीय वगȾ मɅ बाँटकर 
Ĥ×येक वग[ मɅ से दैव ͪवͬध से वगा[नपुात मɅ चुन लेत ेहै । बहु èतरȣय मɅ समĒ को कई 
èतरɉ मे बाँटकर दैव Ǔनदश[न ͪवͬध से चुनत ेहै । ¢ेğफल Ǔनदश[न मɅ ¢ेğ को आधार 
मानत े है जबͩक समूह Ǔनदश[न मɅ समĒ को Ǔनिæचत समूहɉ मɅ बाँटकर दैव Ǔनदश[न 
ͪवͬध ɮवारा Ûयादश[ मɅ इकाइयɉ से चुना जाता है । 
गरै ĤाǓयकता Ǔनदश[न ͪवͬधयɉ मɅ सͪवचार Ǔनदश[न के अÛतग[त अनसुधंानकता[ èवͪववेक 
से ऐसी इकाइयɉ का चयन करता है जो समĒ के गणुɉ का उͬचत ĤǓतǓनͬध×व करती 
है। अßयशं Ǔनदश[न के अÛतग[त समĒ को वगȾ मɅ बाँटकर Ĥ×येक मɅ से ͩकतनी 
इकाइयɉ का चयन ͩकया जायेगा यह पवू[ मɅ हȣ Ǔनधा[ǐरत कर देते हɇ त×पæचात ्Ĥगणक 
èवͪववेक से इकाइयɉ का चयन कर लेता है । सुͪवधानसुार Ǔनदश[न मɅ अनसुधंानकता[ 
कȧ अपनी सुͪवधानसुार तथा ͪवèततृ Ǔनदश[न मɅ समĒ कȧ इकाइयɉ का बड़ी संÉया मɅ 
चयन ͩकया जाता है । èवय ं Ǔनवा[ͬचत Ǔनदश[न मɅ इकाइया ँèवय ंÛयादश[ का Ǒहèसा 
बनती है । 
Ǔनदश[न कȧ दैव ͪवͬध ĤाǓयकता ͧसƨाÛत पर आधाǐरत है । ĤाǓयकता अनकूुल घटनाओं 
का समान Ǿप से घǑटत होने वालȣ कुल घटनाओं के साथ अनपुात है । ĤाǓयकता 
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ͧसƨाÛत पर सांिÉयकȧय Ǔनयͧमतता Ǔनयम तथा महांक जडता Ǔनयम आधाǐरत है । 
सांिÉयकȧय Ǔनयͧमतता Ǔनयम यह बताता है ͩक यǑद ͩकसी बहु त बड़ ेसमहू मɅ से दैव 
ĤǓतचयन ɮवारा यथोͬचत Ǿप से बडी संÉया मɅ इकाइयɉ को चुन ͧलया जाये तो यह 
लगभग Ǔनिæचत है ͩक इन इकाइयɉ मɅ औसत Ǿप से उस बड़ ेसमूह के गणु आ 
जायɅगे। महांक जडता Ǔनयम के अनसुार एक बड ेसमहू के एक भाग मɅ एक Ǒदशा मɅ 
पǐरवत[न होता है तथा दसूरे भाग मɅ दसूरȣ Ǒदशा मɅ पǐरवत[न होता है तो बड ेसमूह मɅ 
कुल ͧमलाकर पǐरवत[न बहु त कम होगा । दसूरे शÞदɉ मɅ बड़ी संÉयाओं मɅ अ×यͬधक 
जडता होती है । Ǔनदश[न Ĥणालȣ मɅ दो Ĥकार के ͪवħम होत े है । अवसर कȧ 
उपिèथǓत के पǐरणामèवǾप Ĥाचल एव ंĤǓतदश[ज मɅ पाये जाने वाला अÛतर Ǔनदश[न 
ͪवħम (Sampling Error) कहलाता है िजसे Ûयादश[ के आकार मɅ वृͪ ƨ कर कम 
ͩकया जा सकता है । ऐसा ͪवħम जो मानव कारक के कारण उ×पÛन होता हɇ अथा[त ्
अनसुंधानकता[ कȧ अनभुवहȣनता प¢पातपणू[ झुकाव, दैव Ûयादश[ आकार छोटा होना 
इ×याǑद कारणɉ से उ×पÛन होता हɇ उसे गरै Ǔनदश[न ͪवħम (Non–Sampling Error) 
कहत ेहɇ । 

4.17 शÞदावलȣ (Glossary) 
समĒ (Universe or Population) : ͩकसी अनसुंधान ¢ेğ कȧ समèत इकाइयɉ का 
समूह । 
पǐरͧमत समĒ (Finite Universe) : ऐसा समĒ िजसकȧ इकाइयɉ कȧ संÉया 
सुǓनिæचत हो । 
अपǐरͧमत समĒ (Infinite Universe) : िजस समĒ कȧ इकाइयɉ कȧ संÉया अनÛत 
या अपǐरͧमत हो । 
वाèतͪवक समĒ (Real Universe) : जब समĒ कȧ इकाइयɉ का अिèत×व 
वाèतͪवक Ǿप मɅ हो। 
काãपǓनक समĒ (Hypothetical Universe) : जब समĒ कȧ इकाइयɉ का 
अिèत×व वाèतͪवक Ǿप मɅ ͪवɮयमान न होकर कãपना पर आधाǐरत होता है । 
Ǔनदश[न (Sampling) : समĒ मɅ से चुनी हु ई इकाइयɉ से सàबिÛधत आँकड़ ेएकğ कर 
सàपणू[ समĒ के बारे मɅ Ǔनçकष[ Ǔनकालने से है । 
Ĥाचल (Parameters) : समĒ के सांिÉयकȧय माप । 
ĤǓतदश[ज (Statistic) : ĤǓतदश[ के सांिÉयकȧय माप । 
सांिÉयकȧय Ǔनयͧमतता Ǔनयम (Law of Statistical Regularity) : यǑद समĒ मɅ 
से दैव ĤǓतचयन के आधार पर समुͬचत इकाइयɉ का चयन ͩकया जाये तो इन चुनी 
हु ई इकाइयɉ मɅ समĒ के गणु ͪवɮयमान हɉगे ।  
महांक जडता Ǔनयम (Law of Inertia of Large Numbers) : Ûयादश[ का 
आकार िजतना अͬधक åयापक होगा, पǐरणाम भी उतने हȣ पǐरशुƨ हɉगे । 
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Ǔनदश[न ͪवħम (Sampling Errors) : अवसर कȧ उपिèथǓत के पǐरणामèवǾप 
Ĥाचल एव ंĤǓतदश[ज मɅ पाये जाने वाला अÛतर । 
गरै Ǔनदश[न ͪवħम (Non–sampling Errors) : अनसुंधानकता[ कȧ अनभुवहȣनता, 
प¢पातपणू[ता, Ûयादश[ का अपया[Üत आकार आǑद कारणɉ से उ×पÛन ͪवħम । 

4.18 èवपरख Ĥæन (Self–Assessment Questions) 
1. संगणना तथा Ǔनदश[न जाचँ मɅ अÛतर èपçट कȧिजए तथा उन पǐरिèथǓतयɉ को èपçट 

कȧिजए, िजनके अÛतग[त Ǔनदश[न जाँच हȣ केवल सàभव तथा åयावहाǐरक साधन है । 
2. Ǔनदश[न कȧ ͪवͧभÛन ͪवͬधयɉ एव ंसीमाओं को समझाइए । 
3. Ǔनदश[न एव ंगरै Ǔनदश[न ͪवħमɉ के बारे मɅ आप Èया समझत ेहɇ ? उदाहरण सǑहत 

समझाइए । 
4. Ǔनदश[न रȣǓत के गणु–दोषɉ पर Ĥकाश डालत ेहु ए Ǔनदश[न के आधार का वण[न कȧिजए । 
5. Ǔनदश[न ĤͩĐया एव ंसàबƨ समèयाओं पर ǑटÜपणी ͧलͨखए । 
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इकाई – 5: मापन एव ं मापनी Ĥͪवͬधयाँ (Measurement 
and Scaling Techniques)  

इकाई कȧ Ǿपरेखा :– 
5.0 Ƨेæय 
5.1 पǐरचय एव ंअथ[ 
5.2 मापन कȧ Ĥाथͧमक मापǓनया ँ
5.3 मापन मɅ अशुͪƨ 
5.4 Ĥभावी मापन के परȣ¢ण 
5.5 मापनी 
5.6 मापनी Ĥͪवͬधया ँ
5.7 मापनी संरचना Ǔनण[य 
5.8 साराशं 
5.9 शÞदावलȣ 
5.10 èवपरख Ĥæन 
5.11 उपयोगी पèुतकɅ   

5.0  Ƨेæय (Objectives) 
इस इकाई का अÚययन करने के पæचात ्आप इस योÊय हो सकɅ गे ͩक : 

 मापन का अथ[ समझ सकɅ  । 
 मापन कȧ Ĥाथͧमक मापǓनयɉ कȧ जानकारȣ ĤाÜत कर सकɅ  एव ंमापन मɅ अशुͪƨ के 

कारणɉ को पहचान सकɅ  । 
 Ĥभावी मापन के परȣ¢णɉ को समझकर लाग ूकर सकɅ  । 
 मापनी तथा मापनी Ĥͪवͬधयɉ के बारे मɅ जानकर उनका åयावहाǐरक उपयोग करना 

सीख सकɅ  । 
 मापनी संरचना के सàबÛध मɅ Ǔनण[य ले सकɅ  ।  

5.1 पǐरचय एवं अथ[ (Introduction and Meaning) 
न केवल अनसुधंान के ¢ेğ मɅ अͪपत ुदैǓनक जीवन मɅ भी हम अपनी पसÛद–नापसÛद 
के Ǔनण[य हेत ुमापन का Ĥयोग करत ेहɇ । ͩकसी åयिÈत या संèथा ɮवारा Ĥदान कȧ 
गई सेवाओं का èतर, ͩकसी उ×पाद कȧ गणुव×ता कȧ èवीकाय[ता, ͩकसी ͧमğ के 
åयिÈत×व के गणु, ͩकसी अͧभनेता का अͧभनय, कोई पɅǑटगं, ͩकसी ͧश¢क का 
अÚयापन आǑद का Ǔनण[य हम मापन के आधार पर करत ेहɇ । मापन मɅ सामाÛयतया 
भौǓतक त×व/वèत ु (Physical object) तथा अमतू[ अवधारणा (Abstract 
concepts) को शाͧमल करत े हɇ । भौǓतक त×वɉ के मापन मɅ वजन (Weight), 
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ऊँचाई (Height), लàबाई (Length), आय ु (Age), आय (Income) आǑद को 
ĤǓतमान (Yardstick) के Ǿप मɅ ĤयÈुत करत ेहɇ । जब हमɅ गणुा×मक अथवा अमतू[ 
त×वɉ/घटनाओं (Abstract Phenomena) का मापन करना हो तो िèथǓत जǑटल हो 
जाती है । ͩकसी कȧ बौͪƨक ¢मता, नेत×ृव ¢मता, ववैाǑहक समायोजन, संèथा के ĤǓत 
Ǔनçठा इ×याǑद का मापन करना सहज काय[ नहȣ ं है । भौǓतक त×वɉ के मापन मɅ 
पǐरशुƨता का èतर उÍच रखा जा सकता है ͩकÛत ुअमतू[ अवधारणाओं के सàबÛध मɅ 
मापन के पǐरणामɉ कȧ पǐरशुƨता Ĥमाͪपत मापन उपकरण अपनाये जाने के बावजूद भी 
पणू[ Ǿप से ͪवæवसनीय नहȣ ंहोती है । मापन से अͧभĤाय ͩकसी त×व (Object) के 
गणुɉ (Characteristics) को संÉया अथवा कोई ͬचÛह Ĥदान करने से है । 

5.2 मापन कȧ Ĥाथͧमक मापǓनयाँ (Primary Scales of 
Measurement)  
मापन (Measurement) हेत ु ĤयÈुत Ĥाथͧमक मापǓनयɉ (Scales) को हम 
Ǔनàनांͩकत चार भागɉ मɅ बाँट सकत ेहɇ : 

1. नाͧमत अथवा शािÞदक मापनी (Nominal Scale) : 
नाͧमत अथवा शािÞदक मापनी के अÛतग[त केवल पहचान हेत ु(Identification) संÉया 
ͬचÛह (Number Symbols) Ĥदान ͩकये जाते हɇ िजनका कोई पǐरमाणा×मक मूãय 
(Quantitative Value) नहȣ ंहोता बिãक सुͪवधा कȧ Ǻिçट से वèत,ु घटना, åयिÈत 
कȧ जानकारȣ हेत ुइन अंकɉ को ĤयÈुत ͩकया जाता है । दसूरे शÞदɉ मɅ, नाͧमत समंक 
(Nominal data) केवल नाममाğ के होत े हɇ Èयɉͩक इनमɅ साधारण अंकगͨणत कȧ 
भाँǓत अंकɉ मɅ कोई ͪवशेषता (Properties) नहȣ ंहोती है । यǑद हम शैͯ¢क èतर हेत ु
1,2,3,4 Ĥदान करɅ तो उसे 4 > 2 या 1 < 3 नहȣ ंͧलखɅगे । उदाहरण कȧ Ǻिçट से 
हॉकȧ के ͨखलाͫडयɉ मɅ से Ĥ×येक को पहचान हेत ुकोई संÉया (Number) Ĥदान करना 
ताͩक उनके बारे मɅ जानकारȣ सधंाǐरत कȧ जा सके । नाͧमत मापनी केवल 
वèतुओं/åयिÈतयɉ के बीच संÉया के आधार पर अंतर को åयÈत करती है । इसे मापन 
का सबसे कम Ĥभावी èतर माना गया है । तथाͪप इसे सवȶ¢णɉ एव ंकाया[Ûतर तØय 
परȣ¢ण (Expost facto experiments) मɅ Ĥमुखता से ĤयÈुत ͩकया जाता है । 
नाͧमत मापनी मɅ केÛġȣय Ĥविृ×त के मापɉ मɅ से बहु लक (Mode) तथा सांिÉयकȧ 
साथ[कता परȣ¢ण मɅ काई वग[ परȣ¢ण (Chi–square test) का Ĥयोग ͩकया जाता है 
। 

2. Đͧमक मापनी (Ordinal Scale) :  
Đͧमक मापनी घटनाओं (Events) या त×वɉ/वèतुओं (Objects) को Đम Ĥदान करती 
हɇ िजसमɅ Ĥदान कȧ गई संÉयाएँ (Assigned numbers) यह सूͬचत करती हɇ ͩक 
उस त×व/ वèत ुमɅ सापे¢ Ǿप से ͩकस सीमा तक गणु ͪवɮयमान है । दसूरे शÞदɉ मɅ, 
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एक Đͧमक मापनी यह बताती हɇ ͩक एक वèत,ु त×व या घटना कȧ तुलना मɅ अÛय 
वèत,ु त×व या घटना मɅ सापे¢ Ǿप से अͬधक या कम गणु ͪवɮयमान हɇ । ये गणु 
ͩकतने अͬधक या कम ͪवɮयमान हɇ इसकȧ जानकारȣ इसके अÛतग[त नहȣ ंदȣ जाती हɇ 
। उदाहरण के ͧलए अंशुमान का अपनी क¢ा मɅ Ĥथम èथान है तथा अजय का पाँचवां 
èथान है तो यह कह सकत ेहɇ ͩक अंशमुान अजय कȧ तुलना मɅ होͧशयार हɇ ͩकÛत ुयह 
नहȣ ंकह सकत े ͩक अंशमुान अजय कȧ तुलना मɅ पाँच गनुा होͧशयार है । इस Ĥकार 
कह सकत े हɇ ͩक Đͧमक मापनी ‘से बडा’ (Greater than) या ‘से छोटा’ (Less 
than) को हȣ Ĥèतुत कर सकती है ͩकÛत ु ͩकतना बड़ा या छोटा को नहȣ ं । Ĥथम 
èथान (First rank) तथा दसूरे èथान (Second rank) वाले ͪवɮयाथȸ के अंकɉ का 
अÛतर तथा आठवɅ èथान (Eight rank) तथा नवɅ èथान (Ninth rank) वाले 
ͪवɮयाथȸ के अंकɉ का अÛतर अͬधक अथवा कम हो सकता है । Đͧमक मापनी मदɉ 
(Items) को केवल उÍचतम (Highest) से Ǔनàनतम (Lowest) Įेणी Ĥदान करती है 
। अͬधकतर इसका Ĥयोग गणुा×मक त×वɉ से संबंͬ धत अनसुंधान मɅ ͩकया जाता है । 
सांिÉयकȧय Ǻिçट से केÛġȣय Ĥविृ×त के मापɉ मɅ से मÚयका (Median) तथा 
अपͩकरण मापन हेत ुशतकम (Percentile) तथा चतथु[कɉ (Quartiles) का Ĥयोग 
ͩकया जाता है । सहसàबÛध मɅ इसका सàबÛध कोǑट अÛतर सहसàबÛध (Rank–
Correlation) तक सीͧमत है । सांिÉयकȧय साथ[कता मापन हेत ुअĤाचलȣय ͪवͬधयɉ 
(Non–Parametric Methods) का Ĥयोग करत ेहɇ इसमɅ नाͧमत मापनी भी शाͧमल 
होती है । 

3. अÛतराल मापनी (Interval Scale) : 
अÛतराल मापनी के अÛतग[त Đͧमक मापनी कȧ समèत सूचनाएँ शाͧमल रहती हɇ 
ͩकÛत ुयह वèतुओं/त×वɉ (Objects) के मÚय अÛतर कȧ तुलना मɅ सहायक होता है । 
इसके अÛतग[त मापनी पर समान दरूȣ पर िèथत संÉयाओं के मÚय गणुɉ 
(Characteristics) का अÛतर भी समान होता है । अथा[त ्दो मापनी मूãयɉ (Scale 
Values) का अÛतर समान या िèथर या बराबर अÛतराल का होता है । उदाहरण के 
ͧलए 3 तथा 4 का अÛतर 4 तथा 5 के अÛतर के समान हɇ जो ͩक 5 तथा 6 के 
अÛतर के समान है । तापमान मापनी (Temperature Scale) इसका अÛय उदाहरण 
है । हम यह कह सकत े हɇ ͩक 20  से 30  के तापमान हेत ु िजतनी वृͪ ƨ कȧ 
आवæयकता हɇ उतनी हȣ वृͪ ƨ कȧ आवæयकता 40 से 50  तापमान हेत ुहोगी । दसूरे 
शÞदɉ मɅ, यह कह सकत ेहɇ ͩक ͩकसी वèत ुके तापमान को 20  से 30  करने पर 
उतनी हȣ गमȸ (Heat) कȧ आवæयकता होगी िजतनी 40  से 50  हेत ु । इसका 
ता×पय[ यहȣ यह नहȣ ंहɇ ͩक 40  का तापमान 20  तापमान कȧ अपे¢ा दगुनुा है । 
20  तथा 40  दोनɉ तापमानɉ का अनपुात अथ[हȣन हɇ Èयɉͩक यहा ँ शूÛय एक 
èवेÍछाचारȣ ǒबÛद ु(Arbitrary point) है । अÛतराल मापनी मɅ शूÛय ǒबÛद ुकȧ िèथǓत 
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(Location of zero point) èथाई न होकर èवेÍछाचारȣ (Arbitrary) होती है । 
अÛतराल मापनी मɅ वाèतͪवक शूÛय (True zero) कȧ कमी एक Ĥमुख सीमा 
(limitation) है । अÛतराल मापनी को Đͧमक मापनी कȧ तुलना मɅ अͬधक Ĥभावी 
माना जाता हɇ Èयɉͩक इसमɅ अÛतराल कȧ समानता (Equality of interval) कȧ 
अवधारणा सिàमͧलत होती है । अÛतराल मापनी मɅ नाͧमत मापनी, Đͧमक मापनी के 
साथ–साथ सांिÉयकȧ कȧ Ĥͪवͬधयɉ मɅ ͪवèतार (Range) समाÛतर माÚय (Mean), 
Ĥमाप ͪवचलन (Standard Deviation) सह––सàबÛध (Correlation) टȣ–परȣ¢ण 
(T–test) एफ–परȣ¢ण (F–test), Ĥसरण ͪवæलेषण (ANOVA), Ĥतीपगमन 
(Regression) को ĤयÈुत ͩकया जा सकता है । 

4. अनपुात मापनी (Ratio Scale) : 
अनपुात मापनी मɅ नाͧमत, Đͧमक एव ंअÛतराल मापनी के समèत गणु ͪवɮयमान होते 
हɇ साथ हȣ इसमɅ Ǔनरपे¢ शूÛय ǒबÛद ु (Absolute zero point) भी होता हɇ । 
अनपुात मापनी मɅ तुलना×मक अÚययन कȧ सुͪवधा है जो ͩक अÛतराल मापनी मɅ 
संभव नहȣ ं है । उदाहरण के ͧलए ͩकसी पçृठ पर टाइप ͩकए गए गलत अ¢रɉ 
(Incorrect letters) कȧ संÉया को अनपुात मापनी के आधार पर दो åयिÈतयɉ के 
मÚय तुलना हेत ुĤयÈुत करत े हु ए कह सकत ेहɇ ͩक सुनील कȧ काय[ Ǔनçपि×त संजय 
कȧ तुलना मɅ दगुनुी Įेçठ है । अनपुात मापनी के उदाहरण हेत ुलàबाई (Length), 
ऊँचाई (Height), उĨ (Age), लागत (Cost), आय (Income), ǒबĐȧ (Sales) 
आǑद को ले सकत े हɇ । अनपुात मापनी के अÛतग[त सभी सांिÉयकȧय Ĥͪवͬधयɉ 
(Statistical Techniques) को ĤयÈुत ͩकया जा सकता है । 

5.3 मापन मɅ अशुͪƨ (Error in Measurement)  
अनसुंधान कȧ सफलता के ͧलये मापन कȧ Ǔनिæचतता एव ं èपçटता आवæयक हɇ । 
मापन मɅ अशुͪƨ ͩकन कारणɉ से हो सकती हɇ इसकȧ जानकारȣ अनसुधंानकता[ को होनी 
आवæयक है । हम इस संदभ[ मɅ ऐसे कारकɉ (Factors) का अÚययन करɅगे िजनके 
कारण मापन मɅ अशुͪƨ कȧ संभावना होती है । तथा इनको दरू करने अथवा Ǔनरथ[क 
करने का Ĥयास करना चाǑहए ताͩक अनसुंधान के पǐरणाम शुƨता से पǐरपणू[ हो ।  

1. उ×तरदाता (Respondent) : 
कभी–कभी उ×तरदाता ने थकान, बोǐरयत, बचेैनी जैसी अãपकाͧलक समèया से Ēèत होकर 

आधे–अधरेू उ×तर Ǒदये हɉ अथवा उ×तर न Ǒदए हɉ । नकारा×मक भावना अथवा ͪवषय 
के ĤǓत अ£ानता को èवीकार न करने कȧ भावना से कई बार उ×तरदाता जवाब देने मɅ 
अǓनÍछुक रहता है । सभी Ĥकार कȧ अǓनÍछुकता से सा¢ा×कार माğ अनमुानɉ पर 
आधाǐरत रह जाता है, पǐरणामèवǾप मापन मɅ अशुͪƨ उ×पÛन होती है ।  

2. मापक अथवा सा¢ा×कारक×ता[ (Measurer or Interviewer) : 
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सा¢ा×कारक×ता[ का åयवहार एव ंåयिÈत×व, काय[शलैȣ इ×याǑद उ×तरदाता को उ×साǑहत या 
हतो×साǑहत कर सकत ेहɇ । Ĥæनɉ के उ×तर मɅ Đम एव ंजवाब बदलकर सा¢ा×कारक×ता[ 
मूल उƧेæय को नकुसान पहु ँचा सकता है । गलत संकेतन (Coding), दोषयÈुत 
सारणीयन तथा सांिÉयकȧय गणनाएं भी अशुͪƨ को बढ़ाने मɅ सहायक हो सकती है । 

3. उपकरण (Instrument) :  
दोषयÈुत मापन उपकरणɉ के कारण भी अशुͪƨ उ×पÛन हो सकती हɇ । अèपçट 

अवधारणाएँ, कǑठन शÞदɉ का Ĥयोग, उ×तर हेत ु ͪवकãपɉ का अभाव, उ×तर हेत ु
उपयÈुत èथान का अभाव, उ×तरदाता कȧ बुͪ ƨ के परे Ĥæन, अèपçट छपाई इ×याǑद के 
कारण मापन उपकरण दोषयÈुत हो जात ेहɇ पǐरणामèवǾप मापन मɅ अशुͪƨया ँउ×पÛन 
हो जाती हɇ । 

4. पǐरिèथǓतया ँ(Situations) : 
सा¢ा×कारक×ता[ एव ंउ×तरदाता के मÚय सàबÛधɉ मɅ समायोजन न होने से भी सा¢ा×कार 

तनावपणू[ एव ंबोͨझल (Strainful) हो सकता है । उ×तरदाता यǑद यह महससू करे ͩक 
उसका नाम गÜुत नहȣ ंरह पायेगा तो वह कई बार उ×तर देने मɅ अǓनÍछा Ĥकट कर 
सकता है । कई बार सा¢ा×कार के समय कोई ऐसा åयिÈत भी उपिèथत हो सकता हɇ 
जो सा¢ा×कार क×ता[ एव ंउ×तरदाता के साथ सहभागी होकर या केवल उपिèथǓत माğ 
से अनसुंधान के उƧेæय को Ǔनरथ[क कर सकता है ।  

5.4 Ĥभावी मापन के परȣ¢ण (Tests of Sound Measurement)  
मापन उपकरण के मूãयांकन हेत ुवधैता (Validity), ͪवæवसनीयता (Relability) तथा 
åयावहाǐरकता (Practicality) परȣ¢ण को Úयान मɅ रखना चाǑहए । वधैता के अÛतग[त 
हम जो कुछ वाèतव मɅ मापना चाहत े हɇ उस मापन परȣ¢ण कȧ सीमा को शाͧमल 
करत े हɇ । ͪवæवसनीयता मɅ मापन ĤͩĐया कȧ पǐरशुƨता एव ं यथाथ[ता को तथा 
åयावहाǐरकता मɅ ͧमतåययता, सुͪवधा तथा Ǔनव[चनीयता (Interpretability) को शाͧमल 
करत ेहɇ । 
हम इन सभी परȣ¢णɉ का ͪवèतार से अÚययन करɅगे :– 

1. वधैता / माÛयता परȣ¢ण (Test of Validity)  
 
माÛयता परȣ¢ण यह बताता है ͩक मापन उपकरण से जो मापने कȧ अपे¢ा है उसकȧ 
माğा (Degree) Èया होगी ? इस संदभ[ मɅ हम तीन Ĥकार कȧ माÛयता का अÚययन 
करत ेहɇ – 
(i) ͪवषय वèत ु / अÛतव[èत ु वधैता (Content validity); (ii) कसौटȣ / मानदÖड 

सàबÛधी वधैता (Criterion–relation validity); (iii) संरचना / Ǔनमा[ण वधैता 
(Construct validity). 
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(ii) ͪवषय वèत ु / अÛतव[èत ु वधैता (Content validity) : यह उस सीमा का 
Ǔनधा[रण करती है िजसके अÛतग[त मापन उपकरण (Measuring Instrument) 
अÚययन के अÛतग[त आने वाले ͪवषय (Topic) को पया[Üत Ǿप से शाͧमल करता 
है । उदाहरणाथ[, एक èटोर कȧ छͪव (Image) मɅ मापन उपकरण यथाĐम ͩकए 
हु ए åयापाǐरक माल (Assortment of merchandise), ͩकèम (Variety), 
गणुव×ता (Quality) इ×याǑद को शाͧमल नहȣ ं करता तो इसे अपया[Üत माना 
जायेगा । मापन उपकरण यǑद समĒ के ĤǓतǓनͬध Ûयादश[ (Representative 
Sample) से यÈुत हɇ तो ͪवषयवèत ुवधैता उ×तम मानी जायेगी । 

(iii) कसौटȣ / मानदÖड सàबÛधी वधैता (Criterion–related validity) : यह कुछ 
पǐरणामɉ (Outcome) के पवूा[नमुान या कुछ वत[मान दशाओं के अिèत×व के 
अनमुान कȧ योÊयता है । इसके अÛतग[त आनभुͪवक अनमुान के उƧेæय से ĤयÈुत 
ͩकए गए मापनɉ कȧ सफलता को Ĥदͧश[त ͩकया जाता है । सàबिÛधत 
कसौटȣ/मानदÖड मɅ Ĥासंͬगकता (Relevance), पवूा[Ēह से मुिÈत (Freedom 
from bias), ͪवæवसनीयता (Reliability), उपलÞधता (Availability) जैसे गणु 
होने चाǑहए। कसौटȣ/मानदÖड सàबÛधी वधैता को परȣ¢ण अंक (test score) तथा 
भावी Ǔनçपि×त के मापन के मÚय सह–सàबÛध गणुांक के Ǿप मɅ åयÈत ͩकया 
जाता है । कसौटȣ/मानदÖड सàबÛधी वधैता के अÛतग[त पवूा[नमुाǓनत वधैता 
(Predictive validity) ͩकसी परȣ¢ण (test) के भावी Ǔनçपि×त (Future 
performance) के पवूा[नमुान मɅ उपयोͬगता को बताती हɇ तो संगामी वधैता 
(Concurrent validity) £ात वधैता के अÛय मापनɉ से Ǔनकटतम सàबÛध मɅ 
परȣ¢ण कȧ उपयोͬगता को Ĥदͧश[त करती है । 

(iv) संरचना / Ǔनमा[ण वधैता (Construct validity) : इसके अÛतग[त इस Ĥæन का 
उ×तर Ǒदया जाता हɇ ͩक ͩकन गणुɉ का मापन ͩकया जा रहा हɇ । संरचना वधैता 
के मूãयांकन के समय शोधकता[ उन सैƨािÛतक Ĥæनɉ के उ×तर देने का Ĥयास 
करता हɇ िजनमɅ यह पछूा जाता है ͩक मापन Èयɉ काय[ करता हɇ तथा मापन मɅ 
अÛतǓन[Ǒहत सàबिÛधत ͧसƨाÛत Èया Ǔनगमन (Deductions) ͩकए जा सकत े है 
। संरचना वधैता एक माğा (degree) हɇ िजसके ͧलए परȣ¢ण के अंकɉ को 
िजàमेदार ठहराया जा सकता है । 

2. ͪवæवसनीयता परȣ¢ण (Test of Reliability) : 
ͪवæवसनीयता उस सीमा को Ĥदͧश[त करती हɇ िजसमɅ मापनɉ कȧ पनुराविृ×त ͩकये जाने 
पर भी मापन उपकरण एकǾप / ससुंगत पǐरणाम (Consistent results) Ĥदान करते 
हɉ। अÛय शÞदɉ मɅ, ͪवæवसनीयता से आशय उस सीमा (extent) से हɇ िजसमɅ मापन 
अशुͪƨयɉ से मÈुत हɉ । मापन मɅ अशुͪƨ के कारकɉ मɅ èवाèØय (Health), शोरगलु 
(Noise), थकान (Fatigue), सामािजक आवæयकताएँ (Social Desirability), अÛय 
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åयिÈतयɉ कȧ उपिèथǓत (Presence of Other People),ͩकसी åयिÈत कȧ बौͪƨक 
¢मता (Intelligence of an Individual), अèपçट छपाई (Poor Printing), 
Ĥæनावलȣ मɅ मदɉ कȧ अͬधकता एव ंÛयनू अͧभकãपना (Overcrowding of items 
in questionnaire and poor design) को शाͧमल ͩकया जाता है । ͪवæवसनीय 
मापन उपकरण वधैता मɅ योगदान देत ेहɇ ͩकÛत ुयह आवæयक नहȣ ंहɇ ͩक ͪवæवसनीय 
मापन उपकरण वधै उपकरण हो । िèथरता (Stability) तथा समतुãयता 
(Equivalence) ͪवæवसनीयता के दो पहल ूहɇ । िèथरता पहल ू(Stability aspect) 
का सàबÛध समान åयिÈत तथा समान उपकरण के साथ पनुराव×ृत मापनɉ से ĤाÜत 
पǐरणामɉ मɅ एकǾपता सुǓनिæचत करने से है । समतãुयता पहल ू ͪवͧभÛन 
अनसुंधानकता[ओं या ͪवͧभÛन ĤǓतचयन मदɉ मɅ ͩकतनी अशुͪƨ हɇ, को Úयान मɅ रखता 
है । ͪवæवसनीयता मूãयांकन मɅ Ǔनàनांͩकत तरȣकɉ / ͪवचारधाराओं (Approaches) 
को ĤयÈुत ͩकया जाता हɇ :– 
(i) परȣ¢ण –पनु: परȣ¢ण ͪवæवसनीयता (Test–Retest Reliability) : इसमɅ 

उ×तरदाता को दो ͪवͧभÛन समयɉ पर जहाँ तक सभंव हो लगभग समान 
पǐरिèथǓतयɉ मɅ मापन मदɉ के समान समुÍयɉ (Identical sets) के साथ ĤयÈुत 
(administered) ͩकया जाता है अथा[त उ×तरदाता से उÛहȣ ंĤæनɉ को दबुारा कुछ 
समयाÛतराल से पछूा जाता है । यह अÛतराल सामाÛयतया दो से चार सÜताह का 
होता है ताͩक उ×तरदाता पहलȣ बार मɅ Ǒदए गए उ×तरɉ को याद न रख सके । 
दोनɉ मापनɉ मɅ समानता कȧ माğा का Ǔनधा[रण सहसàबÛध गणुांक के पǐरकलन 
ɮवारा ͩकया जाता है । उÍच सहसàबÛध गणुांक उÍच ͪवæवसनीयता को Ĥदͧश[त 
करता है । 

(ii) वकैिãपक ĤाǾप ͪवæवसनीयता (Alternative –Forms Reliability) : इसके 
अÛतग[त माप के दो समतुãय ĤाǾपɉ (Equivalent forms) तैयार ͩकए जात ेहै 
। इसके अÛतग[त भी उ×तरदाता वहȣ रहत े हɇ ͩकÛत ु मापन ĤाǾप दोनɉ समय 
अलग–अलग रहत ेहɇ । समय अÛतराल भी दो से चार सÜताह का रहता है । दोनɉ 
वकैिãपक मापन ĤाǾपɉ के अंकɉ के मÚय सहसàबÛध ɮवारा ͪवæवसनीयता 
मूãयांकन ͩकया जाता है । 

(iii) आÛतǐरक सुसंगǓत ͪवæवसनीयता (Internal Consistency Reliability) : 
इसमɅ मापन कȧ मदɉ को दो भागɉ मɅ बाँटकर आधे–अधूरे अंक पǐरणामɉ को 
सहसàबिÛधत ͩकया जाता है । मापन कȧ मदɉ को दो भागɉ मɅ सम या ͪवषम 
संÉया या दैव आधार (Randomly) पर बाँट सकत े है । दोनɉ भागɉ मɅ उÍच 
सहसàबÛध उÍच आÛतǐरक सुसंगतता को Ĥदͧश[त करता है । 

3. åयावहाǐरकता परȣ¢ण (Test of Practicality) : मापन उपकरण मɅ åयावहाǐरकता गणु 
को ͧमतåययता, सुͪवधा तथा Ǔनव[चनीयता (Interpretability) के Ǿप मɅ समझ सकत ेहɇ । 
संचालन के Ǻिçटकोण से मापन उपकरण åयावहाǐरक हɉ । यɮयͪप अनसुंधान मɅ 
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उÍचèतरȣय पǐरशुƨता एव ंͪवæवसनीयता हेत ुअͬधकतम मदɉ को शाͧमल ͩकया जाना उͬचत 
रहता हɇ ͩकÛत ुसा¢ा×कार – अवलोकन कȧ समय सीमा, समंक संकलन ͪवͬधया,ँ अनसुंधान 
हेत ुखच[ राͧश कȧ तुलना मɅ ĤाÜत होने वाले पǐरणाम इ×याǑद आͬथ[क कारण Úयान मɅ रखे 
जाने चाǑहए । सुͪवधा परȣ¢ण (Convenience test) यह बताता है ͩक मापन उपकरण 
इतने सरल होने चाǑहए ͩक उनका ĤबÛध ͩकया जा सके । इस हेत ु मापन उपकरण 
(Measuring Instrument) के उͬचत अͧभͪवÛयास (Lay–out) पर Úयान Ǒदया जाना 
चाǑहए । उदाहरणाथ[, एक Ĥæनावलȣ िजसमɅ èपçट Ǔनदȶश हɉ, Ïयादा Ĥभावी होगी बजाए 
इसके ͩक वह िजसमɅ अपणू[ तथा अèपçट Ǔनदȶश हɉ । Ǔनव[चनीयता का अͧभĤाय है ͩक 
परȣ¢णक×ता[ओं के अǓतǐरÈत अÛय åयिÈत भी पǐरणामɉ का Ǔनव[चन कर सकɅ  इस हेत ु
परȣ¢ण ĤबÛध के ͪवèततृ Ǔनदȶश, ͪवæवसनीयता गवाहȣ दèतावेज, अंकȧय ताͧलकाएँ 
(Scoring keys), परȣ¢ण उपयोग हेत ुमाग[दश[न सहायक के Ǿप मɅ Ǒदए जाने चाǑहए ।  

5.5 मापनी (Scaling)  
मापन के दौरान ͪवशेषकर जब चाहत ेहु ए भी वधै मापन (Valid Measurement) न 
हो पाये तो शोधकता[ को मापन समèया से गजुरना होता है । अमतू[ तथा जǑटल 
अवधारणाएं जैसे नजǐरया (Attitude) राय (Opinion) मɅ वधै मापन कȧ समèया का 
सामना करना पड़ता है । यɮयͪप भौǓतक अवधारणाओं (Physical Concepts) मɅ 
भी थोड़ी–बहु त मापन कȧ समèया आती है । अतएव अमूत[ अवधारणाओं के अͬधक 
पǐरशुƨता से मापन हेत ुमापनी Ĥͪवͬधयɉ (Scaling Techniques) का Ĥयोग ͩकया 
जाता है । मापनी (Scaling) उ×तरदाता को उसके नजǐरये (Attitude), राय 
(Opinion) के आधार पर संÉया Ĥदान कर एक छोर (Continuum) पर रखने कȧ 
ĤͩĐया हɇ । मापनी åयिÈतपरक अमूत[ अवधारणाओं (Subjective abstract 
Concepts) के गणुा×मक मापन Ǔनधा[रण कȧ काय[ͪ वͬधयɉ (Procedures) का Ĥयास 
है । मापनी काय[ͪ वͬध के आधारɉ मɅ ͪवषय पनुæचया[ (Subject orientation), उ×तर 
ĤाǾप (Response form), åयिÈतपरकता कȧ माğा (Degree of Subjectivity) 
मापनी गणु/ल¢ण (Scale Properties), आयामɉ कȧ संÉया (Number of 
dimensions) तथा मापनी Ǔनमा[ण Ĥͪवͬधयɉ (Scale Construction 
Techniques) को शाͧमल ͩकया जाता है। 

5.6 मापनी Ĥͪवͬधयाँ (Scaling Techniques) 
अÚययन कȧ Ǻिçट से मापनी Ĥͪवͬधयɉ का वगȸकरण दो भागɉ मɅ कर सकत ेहै: 
(i) तुलन मापǓनया ँ(Comparative Scales) 
(ii) गरै तुलन या Įेणीकरण मापǓनया ँ (Non Comparative or categorical 

Scales): 
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तुलन मापनी के अÛतग[त मदɉ कȧ एक दसूरे से सीधी तुलना कȧ जा सकती है । 
उदाहरणाथ[, आप Èया पसंद करɅगे चाय अथवा काफȧ? तुलन मापनी समंकɉ का सापे¢ 
अथ[ (Relative terms) मɅ Ǔनव[चन ͩकया जाना चाǑहए Èयɉͩक इनमɅ Đͧमक तथा 
कोǑट ल¢ण (Ordinal and rank properties) होत ेहɇ । तुलन मापǓनया ँसमझने 
एव ंलाग ूकरने मɅ आसान होती हɇ तथा उ×Ĥेरक त×वɉ/वèतुओं (Stimulus objects) 
के मÚय बारȣक ͧभÛनताओं को इसमɅ ढँूढा जा सकता है । इसमɅ मदɉ को èवतंğ Ǿप 
से माͪपत (Scaled) नहȣ ं ͩकया जा सकता अतएव इस कमी को दरू करने हेत ुगरै 
तुलन मापनी का Ĥयोग ͩकया जाता है िजसमɅ पǐरणामी संमकɉ (Resulting data) 
को सामाÛयतया अÛतराल (Interval) या अनपुात (Ratio) मापनी के अÛतग[त Ǒदया 
जाता है । गरै तुलन मापǓनया ँको अͬधकतर åयावसाǓयक शोध कायȾ मɅ ĤयÈुत ͩकया 
जाता है । अब हम सुͪवधा कȧ Ǻिçट से मापनी Ĥͪवͬधयɉ का अÚययन तुलन एव ंगरै 
तुलन मापनी Ĥͪवͬधयɉ मɅ बाँटकर Ǔनàनानसुार करɅगे : 

(अ)  तुलन मापनी Ĥͪवͬधया ँ(Comparative Scaling Techniques) 
(i) यिुÊमत तुलना ͪवͬध (Paired Comparison Method) 
(ii) कोǑट Đम ͪवͬध (Rank order Method) 
(iii) िèथर योग ͪवͬध (Constant sum method) 

(ब) गरै तुलन मापनी Ĥͪवͬधया ँ(Non Comparative Scaling Techniques) 
(i) Ǔनरंतर मूãयांकन मापनी (Continuous Rating Scale) 
(ii) मदȣकृतमूãयाकंन मापनी (Itemized Rating Scale)  

(अ) तुलन मापनी Ĥͪवͬधया ं: अब हम इनका ͪवèतार से अÚययन करɅगे: 
(i) यिुÊमत तुलना ͪवͬध (Paired Comparison Method) : इस मापनी के अÛतग[त 

उ×तरदाता को दो वèतुऐं (Objects) दȣ जाती हɇ तथा ͩकसी एक मानदÖड (Criteria) 
के आधार पर ͩकसी एक को चुनने हेत ुकहा जाता है । उदाहरण के ͧलए चाय के एक 
नए जायके (Flavour) तथा चाय के एक èथाͪपत Ħांड के बीच चयन । अगर दो से 
अͬधक वèतुओं (Objects) के बीच Ǔनण[य करना हो तो यिुÊमत तुलना ͪवͬध मɅ 
Ǔनण[यɉ कȧ संÉया (The number of judgement) को Ǔनàनांͩकत सूğानसुार £ात 
ͩकया जायेगा: 

( 1)
2

n nN 
  

यहा ँ N = Number of Judgements  
N = Number of Stimuli or objects to Judged. 

यिुÊमत तुलना मापनी उसी िèथǓत मɅ उपयोगी हɇ जबͩक वèतुओं कȧ संÉया (अथा[त 
Ħांɬस) सीͧमत हɉ Èयɉͩक इसके अÛतग[त सीधी तुलना तथा बाÚयकारȣ चयन (Forced 



(87) 
 

choice) हɇ । यिुÊमत तुलना मापनी को हम नहाने के साबनु कȧ Ĥाथͧमकता के 
उदाहरण ɮवारा समझ सकत ेहɇ: 
Ǔनदȶश : 
आपको नहाने के साबनुɉ के Ħांड के दस 10 यÊुम (Pairs) Ǒदए जा रहे हɇ । Ĥ×येक 
यÊुम के ͧलए कृपया सूͬचत कȧिजए ͩक यÊुम के दो Ħांड मɅ से कौनसा एक आप 
अपने Ǔनजी Ĥयोग के ͧलए चुनɅगे: 
अͧभलेखन ĤाǾप   A  B C D E 
Recording Form 
  A    –  0 0 1 0 
  B   1  – 0 1 0 
 C   0  0 – 1 0 
 D   1  1 0 – 1 
 E   3  2 0 4 1  
No. of items 
Preferred 
उपरोÈत मɅ 1 से अͧभĤाय है सàबिÛधत पिंÈत (Row) कȧ तुलना मɅ उस खाने 
(Column) के Ħांड को वरȣयता दȣ गई है जबͩक 0 का अͧभĤाय है ͩक खाने 
(Column)कȧ तुलना मɅ पिंÈत(row) को वरȣयता दȣ गई हɇ । कोई Ħांड ͩकतनी बार 
वरȣयता ĤाÜत करता हɇ इसकȧ गणना Ĥ×येक खाने के 1 को जोड़कर कȧ गई है ।  

उपरोÈत उदाहरण मɅ अͬधकतम से Ǔनàनतम वरȣयता Đम मɅ D,A,B,E,C इस Ĥकार 
हɇ:– 

(ii) कोǑट Đम ͪवͬध (Rank order Method) : यिुÊमत तुलना मापनी कȧ तुलना मɅ 
कोǑट कम ͪवͬध सरल एव ंकम समय लेने वालȣ है । इसके अÛतग[त उ×तरदाता को 
अनेक वèतुऐं (Several objects) दȣ जाती हɇ तथा कुछ मानदÖडɉ के आधार पर 
अपनी पसंद के अनसुार उÛहɅ Đम (Order) देने को कहा जाता है । इस ͪवͬध का 
लाभ यह हɇ ͩक उ×तरदाता सरलता से कोǑटयन Ǔनदȶशɉ (Instructions for ranking) 
को समझ लेता हɇ । यिुÊमत तुलना मापनी मɅ जहा ँखरȣददारȣ माहौल (Shopping 
environment) से साǺæयता (Resemblance) कम होती हɇ वहȣ ंकोǑट कम मापनी 
मɅ साǺæयता Ïयादा होती है । कोǑट Đम मापनी को हम Ǔनàनांͩकत उदाहरण कȧ 
सहायता से समझ सकत ेहɇ:  
उदाहरणाथ[, सàपणू[ Ǔनçपि×त (Overall performance) के आधार पर उ×तरदाता से 
कारɉ को कोǑट कम हेत ुपछूा जाये– 



(88) 
 

Ǔनदȶश (Instructions) 
Ĥाथͧमकता Đम से ͪवͧभÛन कारɉ को कोǑट (Rank) Ĥदान कȧिजए। सबसे पहले िजस 
कार को आप सवा[ͬधक पसÛद करते हɇ, उसे संÉया 1 Ĥदान कȧिजए। उसके बाद दसूरȣ 
पसंद को संÉया 2 कȧिजए। इसी Ĥकार आगे Ĥाथͧमकता Đम मɅ सभी को संÉया Ĥदान 
करɅ। अिÛतम पसंद को 5 वां èथान दȣिजए। कोई भी दो कार समान अंक ĤाÜत न करे। 
Ĥाथͧमकता मानदÖड पणू[ Ǿप से आप पर Ǔनभ[र हɇ। 
 Car   Rank order (to be filled by respondent)  

1. Brand P  – 
2. Brand Q  – 
3. Brand R   – 
4. Brand S   – 
5. Brand T   – 

(iii) िèथर योग ͪवͬध (Constant Sum Method): इस ͪवͬध के अÛतग[त उ×तरदाता 
को इकाइयɉ का िèथर योग (A constant sum of units) आवǑंटत ͩकया जाता है, 
जैसे वèत ु के उ×Ĥेरक समुÍचय के मÚय कुछ मानदÖडɉ के संदभ[ मɅ अंक (Points) 
Ĥदान करना, उदाहरणाथ[ एक टȣ.वी. सेट के ͪवͧभÛन गणुɉ हेत ुकुल 100 अंक Ĥदान 
ͩकए जाएँ । अगर कोई गणु मह×वपणू[ नहȣं हɇ तो उसे शूÛय अंक Ĥदान ͩकए जाएँ, 
कोई तीन गणुा मह×वपणू[ है तो उसे अÛय ǒबÛदओंु कȧ तलुना मɅ तीन गनेु अंक Ǒदए 
जाऐ । सभी अंकɉ का योग 100 होना चाǑहए । इस ͪवͬध मɅ सबसे बड़ी कमी यह है 
ͩक उ×तरदाता कई बार Ǔनधा[ǐरत अंकɉ से Ïयादा या कम अंक Ĥदान कर देत ेहɇ जैसे 
105 या 95 अंक । इस ͪवͬध को Ǔनàनांͩकत उदाहरण कȧ सहायता से समझ सकते 
हɇ:  

Form     
 Average Responses of three Groups 

Attribute Group I Group II Group III 
1. Screen Size 7 3 5 
2. Sound 3 4 15 
3. Picture Quality 4 8 7 
4. Price 52 15 8 
5. Appearance 8 1 20 

6. Facilities 5 6 9 

7. Guarantee 6 2 19 

8. Service 15 61 17 
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Sum 100 100 100 
उपयु [Èत संÉयाओं मɅ तीनɉ समूहɉ के उ×तरदाताओं के पǐरणाम Ǒदए हु ए हɇ । पहला 
समूह कȧमत (Price) को, दसूरा समूह सेवा (Service) को तथा तीसरा समूह आकृǓत 
(Appearance), गारंटȣ, सेवा तथा आवाज को मह××व देता है । ऐसी सचूनाएँ कोǑट 
अÛतर संमकɉ (Rank order data) से ĤाÜत नहȣ ंकȧ जा सकती ंअतएव उनका 
Ǿपांतरण अÛतराल समको (Interval data) मɅ करना आवæयक है । 

(ब) गरै–तुलन मापǓनया ँ(Non–Comparative Scalling): 
(i) ǓनरÛतर मूãयांकन मापनी (Continuous Rating Scale) : उ×तरदाता मानदÖड चर 

(Criterion Variable) के एक छोर से दसूरे छोर तक बनी हु ई रेखा पर उͬचत èथान 
पर ͬचÛह बनाकर (Placing a mark) वèत ु(Object) का मूãयांकन करता है । यह 
रेखा लàबवत ् (Vertical) अथवा ¢ैǓतज (Horizontal) हो सकती है । इसमɅ 
उ×तरदाता अनसुधंानकता[ ɮवारा पवू[–Ǔनधा[ǐरत अंकɉ के चयन तक सीͧमत नहȣ ंरहता । 
मापनी अंक (Scale points) संÉया या संͯ¢Üत वण[न (Brief description) के Ǿप 
मɅ हो सकत ेहɇ । इसे Ēाͩफक मूãयांकन मापनी भी कहते हɇ । इसे हम Ǔनàनांͩकत 
उदाहरण से समझ सकत ेहै िजसमɅ पाँच ǒबÛद ुǓनरÛतर मूãयांकन मापनी के Ǒदए गए 
हɇ । इनके आधार पर पथ पǐरवहन Ǔनगम कȧ सेवाओं कȧ पसंदगी (Liking) तथा 
नापसंदगी (Disliking) जानɅगे।  
ǓनरÛतर मूãयांकन मापनी 
आप राजèथान राÏय पथ पǐरवहन Ǔनगम कȧ सेवाओं का मãूयांकन ͩकस Ĥकार करɅगे? 

 
बहु त पसंद ठȤक–ठाक तटèथ कुछ–कुछ नापसंद ǒबãकुल नापसंद 

 
(ii) समीकृत मूãयांकन मापनी (Itemized Rating Scale): इसे संÉया×मक मापनी 

(Numerical Scale) भी कहत ेहै िजसमɅ Ĥ×येक Įेणी (Category) के साथ संÉयाएँ 
या संͯ¢Üत वण[न होता है । इसमɅ कथनɉ (Statements) कȧ एक Įृंखला (Series) 
होती है िजसमɅ से उ×तरदाता ͩकसी एक का चयन करता है जो उसके मूãयांकन कȧ 
Ǻिçट से सव[Įेçठ होता है । इस ͪवͬध को हम Ǔनàनांͩकत उदाहरण कȧ सहायता से 
समझ सकत ेहɇ:  
मान लȣिजए ͩक हम यह जानना चाहत ेहɉ ͩक एक कàपनी मैनेजर का संèथा के अÛय 
åयिÈतयɉ के साथ åयवहार कैसा हɇ? ऐसी िèथǓत मɅ उ×तरदाता कȧ राय जानने हेत ु
Ǔनàन कथनɉ मɅ से उसे ͩकसी एक को चुनने हेत ुकहɅगे :  

1. मैनेजर का åयवहार लगभग ͩकसी के ĤǓत भी खराब नहȣ ंरहता है । 
2. मैनेजर का åयवहार हमेशा सबके ĤǓत खराब रहता है । 
3. मैनेजर का åयवहार एक दो åयिÈतयɉ के ĤǓत खराब रहता है । 
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4. मैनेजर का åयवहार कभी–कभी खराब रहता है । 
 
इस Ĥकार कȧ मापनी मɅ मूãयांकन (Rater) को अͬधक सूचनाएँ उपलÞध रहती हɇ । 
यह तरȣका सापे¢ Ǻिçट से कǑठन है इसमɅ उ×तरदाता वाèतव मɅ जो कहना चाहत े है 
वह कभी–कभी कथनɉ ɮवारा पणू[ Ǿप से åयÈत नहȣ ंहो पाता है । 

5.7 मापनी संरचना Ǔनण[य (Scale Constructing Decisions)  
मापनी संरचना मɅ शोधकता[ को Ǔनàनांͩकत Ǔनण[यɉ को Úयान मɅ रखना चाǑहए : 

(1) मापनी Įेͨणयɉ कȧ संÉया (The Number of Scale Category to Use) : 
उ×Ĥेरक वèतुओं के मÚय Ǔनण[य को सवȾ×तम बनाने मɅ मापनी Įेͨणयɉ कȧ संÉया का 
अͬधक होना ठȤक रहता हɇ ͩकÛत ुअͬधकतर उ×तरदाता Ïयादा Įेͨणयɉ मɅ ठȤक Ǔनण[य 
नहȣ ंले पाते है । अतएव पाँच से नौ के मÚय कȧ संÉया Įेणी संÉया के Ǿप मɅ उͬचत 
रहती हɇ। 

(2) संतुͧलत बनाम असंतुͧलत मापनी (Balanced Verses Unbalanced Scale) : 
संतुͧलत मापनी मɅ अनकूुल तथा ĤǓतकूल Įेͨणया ँसमान होती है जबͩक असतंुͧलत 
मापनी मɅ असमान होती है । इसे Ǔनàनांͩकत उदाहरण कȧ सहायता से समझ सकत ेहɇ: 
संतुͧलत मापनी असंतुͧलत मापनी  
चाय पीना èवाèØय के ͧलए चाय पीना èवाèØय के ͧलए 
Extremely Good – Extremely Good – 
Very Good – Very Good – 

Good – Good – 
Bad – Somewhat good – 
Very Bad – Bad – 
Extremely Bad – Very Bad – 
वèतुǓनçठ समंक (Objective data) ĤाÜत करने हेत ु संतुͧलत मापनी का Ĥयोग 
करना चाǑहए । 

(1) बाÚयकारȣ बनाम èवतंğ चयन (Forced Versus Non Forced Choice) : 
बाÚयकारȣ मूãयांकन मापनी मɅ उ×तरदाता अपनी राय देने को बाÚय हɇ, उसके पास 
'कोई राय नहȣ’ं का ͪवकãप नहȣ ंहɇ । ऐसे मɅ उ×तरदाता ǒबना राय के मÚय मापनी 
िèथǓत (Middle Scale position) को ͬचिÛहत कर देता है । èवतंğ मापनी (Non–
forced Scale) मɅ 'कोई राय नहȣ'ं (No opinion) कȧ Įेणी को शाͧमल कर समंकɉ 
मɅ पǐरशुƨता (Accuracy) लाई जा सकती है । 

(2) Įेͨणयɉ कȧ सम या ͪवषम संÉया (Odd or Even Number of Categories) : 
Įेͨणयɉ कȧ संÉया ͪवषम होने कȧ िèथǓत मɅ मÚय मापनी िèथǓत (Middle Scale 
position) को तटèथ (Neutral) मान सकत ेहɇ । 
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(3) वण[न कȧ ĤकृǓत एव ं माğा (Nature and the Degree of Description) : 
मापनी Įेͨणयाँ मɅ वाͬचक (Verbal), संÉया×मक (Numerical) अथवा ͬचğा×मक 
(Pictorial) ͪववरण (Description) हो सकता है । अनसुधंानकता[ अèपçटता को कम 
करने के उƧेæय से सभी मापनी Įेͨणयɉ को, कुछ मापनी Įेͨणयɉ को या अ×यावæयक 
मापनी Įेͨणयɉ (Extreme Scale Categories) को पहचान (Label) Ĥदान कर 
सकता है । 

(4) भौǓतक èवǾप या आकार (Physical Form or Configuration) : मापनी को 
लàबवत ् या ¢ैǓतज आकार मɅ Ĥèतुत ͩकया जा सकता है । Įेͨणयɉ को खानɉ 
(Boxes), खिÖडत रेखाओं (Discrete Lines) या इकाइयɉ (Units) के Ǿप मɅ छोर 
(Continuum) पर Ĥदͧश[त ͩकया जा सकता है । इÛहɅ संÉयाएँ Ĥदान कȧ जा सकती 
है और नहȣ ंभी । संÉया×मक मूãय धना×मक या ऋणा×मक अथवा दोनɉ Ĥकार के हो 
सकते हɇ। 

(5) मनोव£ैाǓनकɉ एव ंसमाजशािèğयɉ ने अनेक मापनी Ĥͪवͬधयɉ का ͪवकास ͩकया है । 
शोधकता[ओं को अपने अÚययन हेत ुउͬचत मापनी ͪवकास के Đम मɅ उन Ĥͪवͬधयɉ का 
अÚययन करना चाǑहए। ऐसी मापǓनयɉ मɅ èवेÍछाचारȣ मापनी (Arbitrary Scale), 
ͧभÛनता मापनी (Differential Scale), योग मापनी (Summated Scale), संचयी 
मापनी (Cumulative Scale), कारक मापनी (Factor Scale) व बहुआयामी 
मापनी (Multidimensional Scale) Ĥमुख हɇ ।  

5.8 सारांश (Summary) 
ͩकसी वèत ुअथवा सेवा अथवा åयिÈत के गणुɉ का Ǔनण[य हम मापन के आधार पर 
करत ेहै । मापन मɅ भौǓतक त×व/वèतुऐं तथा अमूत[ अवधारणा शाͧमल होती हɇ । इनमɅ 
गणुɉ को कोई संÉया या ͬचÛह Ĥदान ͩकया जाता है । मापन कȧ Ĥाथͧमक मापǓनयɉ 
मɅ नाͧमत मापनी (Nominal Scale), Đͧमक मापनी (Ordinal Scale), अÛतराल 
मापनी (Interval Scale) तथा अनपुात मापनी (Ratio Scale) शाͧमल होती है । 
मापन कȧ अशुͪƨ के कारकɉ मɅ उ×तरदाता, सा¢ा×कारक×ता[, उपकरण तथा पǐरिèथǓतया ँ
Ĥमुख है । उ×तरदाता कȧ नकारा×मक भावना, ͪवषय के ĤǓत अ£ानता, न èवीकार 
करने कȧ भावना, थकान, बचेैनी के कारण असहभाͬगता के साथ–साथ सा¢ा×कारक×ता[ 
का åयवहार, åयिÈत×व व हतो×साǑहत करने वालȣ काय[शलैȣ हो तो मापन ने अशुͪƨ हो 
जायेगी । अèपçट अवधारणाएँ दोषपणू[, Ĥæनावलȣ, अèपçट छपाई, सा¢ा×कारक×ता[, एवं 
उ×तरदाता के मÚय असमायोजन आǑद अनेक कारणɉ से उ×तरदाता कȧ अǓनÍछुकता से 
भी मापन दोषपणू[ हो जाता है । मापन उपकरण के मूãयाकंन हेत ुवधैता, ͪवæवसनीयता 
एव ंåयावहाǐरकता परȣ¢ण ͩकये जाने चाǑहए । वधैता परȣ¢ण मापन परȣ¢ण कȧ सीमा 
को, ͪवæवसनीयता परȣ¢ण मापन ĤͩĐया कȧ पǐरशुƨता एव ं यथाथ[ता को तथा 
åयावहाǐरकता परȣ¢ण ͧमतåययता, सुͪवधा एव ं Ǔनव[चनीयता को शाͧमल करत े हɇ । 
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वधैता परȣ¢ण मɅ ͪवषयवèत ु वधैता, कसौटȣ/मानदÖड सàबÛधी वधैता तथा संरचना 
वधैता का अÚययन करत ेहɇ । िèथरता एव ंसमतãुयता ͪवæवसनीयता के दो पहल ूहै । 
िèथरता पहल ू का सàबÛध समान åयिÈत तथा समान उपकरण के साथ पनुरावतृ 
मापनɉ से ĤाÜत पǐरणामɉ मɅ एकǾपता सुǓनिæचत करने से हɇ जबͩक समतुãयता पहल ू
ͪवͧभÛन अनसुंधानकता[ओं या ͪवͧभÛन ĤǓतचयन मदɉ मɅ ͩकतनी अशुͪƨ है को Úयान 
मɅ रखने से है । ͪवæवसनीयता मूãयांकन के अÛतग[त परȣ¢ण–पनु: परȣ¢ण 
ͪवæवसनीयता, वकैिãपक ĤाǾप ͪवæवसनीयता तथा आंतǐरक सुसंगǓत ͪवæवसनीयता 
अपनाये जात ेहɇ । åयावहाǐरकता परȣ¢ण मɅ अनसुंधान हेत ुखच[ कȧ तुलना मɅ ĤाÜत 
होने वाला लाभ, समकं संकलन सीमा आǑद ͧमतåययता कȧ Ǻिçट से Úयान मɅ रखकर 
मूãयांकन ͩकया जाता हɇ साथ हȣ यह भी देखा जाता हɇ ͩक मापन उपकरण एव ंĤबधं 
उͬचत Ĥकार से ͩकया गया हɇ या नहȣ ं। पǐरणामɉ का Ǔनव[चन शोधकता[ के अǓतǐरÈत 
अÛय åयिÈतयɉ ɮवारा भी संभव होना चाǑहए । 
अमूत[ अवधारणाओं (Abstract Concepts) के अͬधक पǐरशुƨता से मापन हेत ु
मापनी Ĥͪवͬधयɉ का Ĥयोग ͩकया जाता है । मापनी (Scalling) åयिÈतपरक अमूत[ 
अवधारणाओं के गणुा×मक मापन Ǔनधा[रण कȧ काय[ͪ वͬधयɉ का Ĥयास है । मापनी 
काय[ͪ वͬध के आधारɉ मɅ ͪवषय पनुæचया[, उ×तर ĤाǾप, åयिÈतपरकता कȧ माğा, मापनी 
गणु, आयामɉ कȧ संÉया, तथा मापनी Ǔनमा[ण Ĥͪवͬधया ँशाͧमल कȧ जाती हɇ । मापनी 
Ĥͪवͬधया ँदो Ĥकार कȧ होती है । पहलȣ तुलन मापनी िजसके अÛतग[त मदɉ कȧ एक 
दसूरे से सीधी तुलना कȧ जा सकती है । इसके अÛतग[त वèतुओं के मÚय बारȣक 
ͧभÛनताओं को ढँूढा जा सकता है ͩकÛत ुमदɉ को èवतंğ Ǿप से माͪपत नहȣ ंͩकया जा 
सकता । तुलन मापनी Ĥͪवͬधयɉ मɅ यिुÊमत तुलना मापनी, कोǑट Đम मापनी तथा 
िèथर योग ͪवͬध Ĥमुख है । गरै तुलन मापनी को åयावसाǓयक शोध कायȾ मɅ ĤयÈुत 
ͩकया जाता है तथा मदɉ का èवतंğ Ǿप से मापन ͩकया जा सकता है । गरै तुलन 
मापनी Ĥͪवͬधयɉ मɅ Ǔनरंतर मूãयांकन मापनी तथा समीकृत मूãयांकन मापनी को 
ĤयÈुत ͩकया जाता है । मापनी सरंचना मɅ शोधकता[ को मापनी Įेͨणयɉ कȧ संÉया, 
संतुͧलत या असंतुͧलत मापनी, बाÚयकारȣ या èवतंğ चयन, Įेͨणयɉ को सम या ͪवषम 
संÉया, वण[न कȧ ĤकृǓत एव ंमाğा तथा भौǓतक आकार को Úयान मɅ रखाना चाǑहए ।  

5.9 शÞदावलȣ (Glossary)  
1. नाͧमत मापनी (Nominal Scale) : केवल पहचान हेत ुसंÉया या ͬचÛह Ĥदान करना 

िजनका कोई पǐरमाणा×मक मूãय न हो । 
2. Đͧमक मापनी (Ordinal Scale) : घटनाओं, वèतुओं को Đम Ĥदान करना िजसमɅ 

Đम कȧ संÉया यह सूͬचत करती हɇ ͩक सापे¢ Ǿप से उस त×व / घटना / वèत ुमɅ 
ͩकसी सीमा तक गणु ͪवɮयमान है ।  
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3. अÛतराल मापनी (Internal Scale) : Đͧमक मापनी कȧ समèत सूचनाओं सǑहत यह 
åयÈत करती हɇ ͩक दो मापनी मूãयɉ का अंतर समान या िèथर या बराबर अÛतराल 
का होता है। 

4. अनपुात मापनी (Ratio Scale) : नाͧमत, Đͧमक तथा अÛतराल मापनी के गणुɉ से 
यÈुत ऐसी मापनी िजसमɅ Ǔनरपे¢ शूÛय ǒबÛद ु के गणु के साथ तुलना×मक अÚययन 
कȧ सुͪ वधा होती है। 

5. वधैता परȣ¢ण (Test of Validity) : यह बताता है ͩक मापन उपकरण से जो मापने 
कȧ अपे¢ा है उसकȧ माğा Èया होगी । 

6. ͪवषयवèत ुवधैता (Content Validity) : यह उस सीमा का Ǔनधा[रण करती हɇ िजसके 
अÛतग[त मापन उपकरण अÚययन के अÛतग[त आने वाले ͪवषय को पया[Üत Ǿप से 
शाͧमल करता है ।  

7. कसौटȣ / मानदÖड सàबÛधी वधैता (Criterion–related Validity) : यह कुछ 
पǐरणामɉ के पवूा[नमुान या कुछ वत[मान दशाओं के अिèत×व के अनमुान कȧ योÊयता 
है। 

8. संरचना वधैता (Construct Validity) : एक ऐसी माğा िजसके ͧलए परȣ¢ण के अंकɉ 
को िजàमेदार ठहराया जा सकता हɇ तथा ͩकन गणुɉ का मापन ͩकया जा रहा हɇ इसका 
उ×तर Ǒदया जाता है । 

9. ͪवæवसनीयता परȣ¢ण (Test of Reliability) : ͪवæवसनीयता उस सीमा को Ĥदͧश[त 
करती हɇ िजसमɅ मापनɉ कȧ पनुराविृ×त ͩकए जाने पर भी मापन उपकरण सुसंगत 
पǐरणाम Ĥदान करत ेहɉ। 

10. यिुÊमत तुलना मापनी (Paired Comparison Scaling) : उ×तरदाता ɮवारा ͩकसी 
एक मानदÖड के आधार पर दो वèतुओं मɅ से ͩकसी एक को चुनने कȧ ͪवͬध । 

11. कोǑट Đम ͪवͬध (Rank order Method) : अनेक वèतुओं को कुछ मानदÖडɉ के 
आधार पर Đम Ĥदान करना । 

12. िèथर योग ͪवͬध (Constant Sum Method) : इकाइयɉ के अंकɉ के िèथर योग के 
अÛतग[त गणुɉ को अंक Ĥदान करना । 

13. ǓनरÛतर मूãयांकन मापनी (Continuous Rating Scale) : मानदÖड चर के दो 
छोरɉ के मÚय बनी रेखा पर उͬचत èथान पर ͬचÛह Ĥदान कर वèत ु उƧेæय का 
मूãयांकन करना । 

14. मदȣकृत मूãयांकन मापनी (Itemized Rating Scale) : कथनɉ कȧ Įृंखला मɅ से 
ͩकसी एक सव[Įेçठ का चयन ।  

5.10 èवपरख Ĥæन (Self–Assessment Questions)  
1. मापन का अथ[ èपçट करत े हु ए मापन कȧ Ĥाथͧमक मापǓनयɉ को उदाहरण सǑहत 

èपçट कȧिजए । 
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2. मापन मɅ अशुͪƨ के कारकɉ को समझाइये तथा Ĥभावी मापन के परȣ¢णɉ का सͪवèतार 
वण[न कȧिजए ।  

3. मानी से आपका Èया अͧभĤाय हɇ? मापनी Ĥͪवͬधयɉ मɅ ͩकसे शाͧमल ͩकया जाता है 
उदाहरण सǑहत समझाइये । 

4. एक शोधक×ता[ को मापनी संरचना के Ǔनण[य मɅ ͩकन–ͩकन बातɉ का Úयान रखना 
चाǑहए? उदाहरण सǑहत वण[न कȧिजए । 

5. ǑटÜपͨणया ँͧलͨखए : 
(अ) कसौटȣ/मानदÖड सàबÛधी वधैता 
(ब) परȣ¢ण–पनु: परȣ¢ण ͪवæवसनीयता 
(स) िèथर योग (Constant Sum) ͪवͬध 
(द) मदȣकृत मूãयांकन मापनी 

5.11 व उपयोगी पुèतकɅ  (Further Readings)  
1. C.R. Kothari, Research Methodology – Method & Techniques, New 

Age International Publishers, New Delhi. 
2. Susmit Jain, Research Methods in Management, Shivam Book 

House (P) Ltd. Jaipur.  
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इकाई–6: सांिÉयकȧय समंकɉ का सàपादन (Editing of 
Statistical Data) 

इकाई कȧ Ǿपरेखा : 
6.0 उƧेæय 
6.1 Ĥèतावना 
6.2 Ĥाथͧमक समंकɉ का सàपादन 
6.3 सàपादन कȧ ĤͩĐया 
6.4 पǐरशुƨता कȧ माğा 
6.5 सिÛनकरन अथवा उपसादन 
6.6 उपसादन कȧ रȣǓतया ँ
6.7 सांिÉयकȧय ͪवħम 

6.7.1 सांिÉयकȧय ͪवħमɉ के èğोत 
6.7.1 सांिÉयकȧय ͪवħमɉ के Ĥकार 
6.7.3 सांिÉयकȧय ͪवħमɉ कȧ माप 
6.7.4 सांिÉयकȧय ͪवħमɉ का अनमुान 

6.8 ɮͪवतीयक समंकɉ का सàपादन 
6.9 साराशं 
6.10 पाǐरभाͪषक शÞद 
6.11 èवपरख Ĥæन 
6.12 उपयोगी पèुतकɅ   

6.0 उƧेæय 
इस अÚयाय के अÚययन का उƧेæय Ǔनàनͧलͨखत के सàबÛध मɅ जानकारȣ ĤाÜत करना 
तथा उनका åयवहार मɅ उपयोग करना है – 

 समकंɉ के सàपादन कȧ आवæयकता 
 समकंɉ के सàपादन कȧ ĤͩĐया 
 पǐरशुƨता कȧ माğा 
 उपसादन कȧ ͪवͬध 
 सांिÉयकȧय ͪवħम 

6.1 Ĥèतावना 
समकं–संकलन कȧ ĤͩĐया मɅ अनसुधंानकता[ के काया[लय मɅ सूचकɉ अथवा Ĥगणकɉ 
ɮवारा भरकर भेजी गयी Ĥæनावͧलयɉ अथवा अनसुूͬचयɉ का ढेर लगा जाता है । 
संकͧलत सामĒी ऐसी दशा मɅ अåयविèथत तथा अथ[हȣन होती है, िजसे åयविèथत तथा 
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अथ[पणू[ करने के ͧलए अनसुÛधानकता[ को उसका सàपादन करना पड़ता है । 
अनसुूͬचयɉ का सàपादन करने मɅ, अनसुÛधानकता[, सचूकɉ ɮवारा दȣ गयी जानकारȣ मɅ 
भूलɉ तथा गणना कȧ ğǑुटयɉ का पता लगाने का Ĥय×न करता है । सàपादन कȧ 
ĤͩĐया मɅ संकͧलत समंकɉ का सूêम परȣ¢ण ͩकया जाता है तथा असावधानी से दȣ 
गयी जानकारȣ छाँटकर अलग कर दȣ जाती है । संकͧलत समंकɉ का धैय[ तथा 
आलोचना×मक Ǻिçटकोण से सूêम Ǔनरȣ¢ण ͩकया जाता है । यɮयͪप इस ĤͩĐया मɅ 
पया[Üत समय लगता है, परÛत ुयह एक आवæयक ĤͩĐया है । वाèतव मɅ, सàपादन मɅ 
उÍच–èतरȣय कौशल कȧ आवæयकता होती है तथा सàपादन–तकनीक एव ंकौशल पर हȣ 
पǐरणामɉ कȧ पǐरशुƨता Ǔनभ[र करती है । Ĥाथͧमक समकंɉ का तथा ɮͪवतीयक समंकɉ 
का सàपादन करने कȧ ĤͩĐया अĒͧलͨखत Ĥकार से है । 

6.2 Ĥाथͧमक समंकɉ का सàपादन (Processing of primary 
data)  
Ĥाथͧमक अथवा मौͧलक समंकɉ का संकलन अͬधकतर अनसुूͬचयɉ या Ĥæनावͧलयɉ के 
आधार पर ͩकया जाता है । अनसुूͬचया ँअथवा Ĥæनावͧलया ँया तो सूचकɉ ɮवारा भरकर 
भेज दȣ जाती हɇ या Ĥगणकɉ ɮवारा सूचकɉ से भɅट करके भरȣ जाती हɇ । दोनɉ दशाओं 
मɅ संकͧलत तØयɉ मɅ अनेक अशुͪƨयɉ, भूलɉ और अǓनयͧमतताओं कȧ सàभावना रहती 
है । सूचकɉ कȧ लापरवाहȣ, ħम अथवा उदासीनता के कारण अनेक Ĥæनɉ के उ×तर 
अèपçट, अपणू[ अथवा ħमा×मक होते हɇ । अनेक सूचकɉ ɮवारा Ĥæनɉ का गलत अथ[ 
लगाया जाता है और अशुƨ उ×तर ͧलखे जाते हɇ Ĥगणकɉ कȧ असावधानी एव ंप¢पात 
के कारण भी ĤाÜत उ×तर अशƨु हो सकत े हɇ । अÛतत: अनसुÛधानकता[ को सभी 
Ĥæनावͧलयɉ अथवा अनसुूͬचयɉ कȧ गहन जाचं करनी पड़ती है तथा उसमɅ आवæयक 
संशोधन करने पड़त ेहɇ । गहन जाचँ के पǐरणामèवǾप ठȤक से सभी Ĥæनावͧलयɉ को 
èवीकृत ͩकया जाता है, अपणू[ तथा असावधानी से भरȣ Ĥæनावͧलयɉ को अèवीकृत ͩकया 
जाता है, कुछ Ĥæनावͧलयɉ मɅ संशोधन ͩकये जात ेहɇ, यǑद आवæयक हो तो कुछ को 
वापस सूचकɉ को भेजा जाता है िजससे उन पर ठȤक उ×तर ͧलखे जा सकɅ  और उÛहɅ 
परूा ͩकया जा सके ।  

6.3 सàपादन कȧ ĤͩĐया (Process of Editing)  
बेले तथा कͧमÊंस (W.B. Bailey and John Cummings) ने चार Ĥकार कȧ 
सàपादन ĤͩĐयाओं का उãलेख ͩकया है, जो Ǔनàनͧलͨखत हɇ : 

(1) संगतता के ͧलए सàपादन (Editing for Consistency) – Ĥæनावलȣ मɅ कुछ Ĥæन 
ऐसे होते हɇ िजनके उ×तरɉ कȧ स×यता का आपस मɅ परȣ¢ण हो जाता है । अत: ऐसे 
उ×तरɉ का आपस मɅ ͧमलान करके जाचँ कȧ जानी चाǑहए । यǑद उ×तरɉ से परèपर 
ͪवरोधाभास Ĥकट होता हो, तो यह Ǔनण[य करना आवæयक होता है ͩक उनमɅ से कौन–
सा उ×तर ͪवæवसनीय है । यǑद Ĥæनावͧलयɉ मɅ असंगत (Unconsistent) उ×तर हɉ 
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तो उÛहɅ या तो ठȤक ͩकया जाना चाǑहए या अèवीकृत कर देना चाǑहए । असंगत 
समकंɉ से ħमा×मक Ǔनçकष[ Ǔनकाले जाने कȧ सàभावना बनी रहती है । 

(2) एकǾपता कɅ  ͧलए सàपादन (Editing for Uniformity) – कभी–कभी Ĥæनɉ के 
उ×तरɉ मɅ एकǾपता का अभाव होता है । उदाहरण के ͧलए ͧभÛन–ͧभÛन सांिÉयकȧय 
इकाइयɉ मɅ उ×तर åयÈत ͩकये जा सकत ेहɇ, जैसे– कृͪष उ×पादन 'िÈवÖटलɉ मɅ’ आय 
'माहवारȣ' अथवा 'वाͪष[क' Ǿपयɉ मɅ, ऊँचाई अÛयɉ मɅ अथवा 'सेÖटȣमीटरɉ' मɅ, आǑद । 
संकͧलत सामĒी मɅ एकǾपता व सजातीयता लाने के ͧलए इस Ĥकार कȧ अशुͪƨयɉ को 
ठȤक करना आवæयक होता है । इकाइयɉ मɅ एकǾपता लाना शुƨ पǐरणाम ĤाÜत करने 
के ͧलए आवæयक होता है । 

(3) पणू[ता के ͧलए सàपादन (Editing for Completeness) – सàपादन करने मɅ यह 
देख लेना चाǑहए ͩक Ĥæनावͧलयɉ मɅ सभी Ĥæनɉ के उ×तर ĤाÜत कर ͧलये गये हɇ या 
नहȣ ं। कभी–कभी सूचक ऐसे Ĥæनɉ का उ×तर नहȣ ंदेता जो उसकȧ समझ मɅ नहȣ ंआत े
। िजन Ĥæनɉ के उ×तर नहȣ ंǑदये गये हɉ, उनके उ×तर अवæय ĤाÜत कर लेने चाǑहए । 
अपणू[ Ĥæनावलȣ को कभी भी èवीकार नहȣ ंकरना चाǑहए । यǑद यािÛğक सारणीयन 
(mechanical tabulation) ͩकया जाता है तो संकͧलत समंकɉ को पवू[–Ǔनिæचत 
संकेतकɉ (code numbers) मɅ åयÈत करना पड़ता है । अनसुÛधानकता[ को इस बात 
कȧ जाँच कर लेनी चाǑहए ͩक ये सभी ͩĐयाएँ समुͬचत Ǿप से परूȣ हो गयी हɇ या नहȣं। 

(4) पǐरशुƨता के ͧलए सàपादन (Editing for Accuracy) – संकͧलत सामĒी कȧ 
पǐरशुƨता के ͧलए जाचँ करना सàपादन कȧ सबसे कǑठन ͩĐया है । अनसुूͬचयɉ मɅ 
अनेक ऐसी ğǑुटयाँ रह जाती हɇ, िजनकȧ स×यता का परȣ¢ण आÛतǐरक Ĥमाणɉ से 
सàभव नहȣ ंहोता। अनसुÛधानकता[ का ͪवशेष कौशल एव ंअनभुव हȣ उÛहɅ खोजने मɅ 
सहायक होता है । अनसुूͬचयɉ के सांिÉयकȧय ͪवæलेषण ɮवारा अनसुÛधानकता[ को यह 
भलȣ–भाँǓत £ात कर लेना चाǑहए ͩक संकͧलत सामĒी यथाथ[ता के वांǓछत èतर के 
अनǾुप है अथवा नहȣ ं। 
सàपादन कȧ उपयु [Èत ͪवͬधयɉ से समकंɉ कȧ संगतता, ͪवæवसनीयता, एकǾपता, 
पणू[तातथा यथाथ[ता कȧ जाचँ हो जाती है िजससे वे सांिÉयकȧय ͪवæलेषण तथा Ǔनव[चन 
के ͧलए उपयÈुत हो जात ेहɇ । 
समकंɉ के सàपादन मɅ Ǔनàनͧलͨखत तीन बातɉ का समावेश होता है : 
(1) पǐरशुƨता कȧ माğा (Degree of Accuracy) 
(2) सिÛनकटन अथवा उपसादन (Approximation) 
(3) सांिÉयकȧय ͪवħम (Statistical Errors) 

6.4 पǐरशुƨता कȧ माğा (Degree of Accuracy) 
पणू[ पǐरशुƨता (Perfect accuracy) का अथ[ ͩकसी तØय को ǒबãकुल यथाथ[ Ǿप मɅ 
Ĥèतुत करना है । åयावहाǐरक मानव–£ान (applied human knowledge) कȧ 
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ͩकसी भी शाखा मɅ पणू[ पǐरशुƨता नहȣ ंपायी जाती है । ͪव£ान के ¢ेğ मɅ भी सूêम–
जीव ͪव£ान (micro–biology) के अÚययन से लेकर अÛतǐर¢ मɅ राकेट छोड़ने तक 
कȧ यथाथ[ माप (exact measurement) ͪवɮयमान नहȣ ं होती है । सामािजक 
ͪव£ानɉ मɅ åयिÈतयɉ अथवा उनकȧ ͩĐयाओं कȧ माप कȧ जाती है अत: यथाथ[ मापन 
सàभव नहȣ ंहोता है । सांिÉयकȧ को अनमुानɉ तथा सàभावनाओं के ͪव£ान कȧ सं£ा 
दȣ गयी है । अनमुानɉ मɅ पणू[ पǐरशुƨता ĤाÜत नहȣ ंकȧ जा सकती है । इसीͧलए 
बॉͫडगंटन (Boddington) ने कहा है ͩक “कुछ भी पणू[ नहȣ ं है, कम–से–कम एक 
सांिÉयकȧय अनसुÛधान ।'' (Nothing is perfect, least of all statistical 
enquiry) परÛत ु ''इसका अथ[ यह नहȣ ं है ͩक सांिÉयक गलत èथान पर दशमलव 
ǒबÛद ुकȧ परवाह नहȣ ंकरता अथवा Ĥæनावͧलयɉ के उ×तरɉ का लेखा करत े हु ए कुछ 
सूचकɉ कȧ उपे¢ा करता है । स×य यह है ͩक गͨणत अथवा लेखाकम[ के अथ[ मɅ शत–
ĤǓतशत शुƨता सांिÉयकȧय अनसुÛधानɉ मɅ सàभव नहȣ ंहोती है ।” 
सांिÉयकȧय मापɉ मɅ पणू[ शुƨता न तो आवæयक है और न वांछनीय । अनेक 
पǐरिèथǓतयɉ मɅ तो पणू[ शुƨता ĤाÜत करने का Ĥय×न करना मूख[ता पणू[ और 
हाèयाèपद माना जाता है । ͩकंग के अनसुार 'शुƨता का अͬधकतम सàभव èतर ĤाÜत 
करने के Ĥय×न Ĥाय: समय का अपåयय माğ होत ेहɇ । उदाहरणाथ[, यǑद भारत के 
कुल वाͪष[क Ǔनया[त का मूãय Ǿपये और पसेै तक शुƨ Ǿप मɅ Ĥकट ͩकया जाये तो 
उससे कोई लाभ नहȣ ंहोगा बिãक समझने मɅ जǑटलता आ जायेगी। यह मूãय केवल 
करोड़ या लाख Ǿपयɉ तक सिÛनकट करके Ĥèतुत करना अͬधक उपयÈुत है । इसी 
Ĥकार जहाँ लाखɉ या हजारɉ ͩकलोमीटर या टन के Ǿप मɅ माप ͩकये जा रहे हɇ वहा ँ
मीटर या ͩकलोĒाम तक का कोई मह×व नहȣ ं है । वाèतव मɅ सांिÉयकȧ मɅ तो केवल 
यथोͬचत या सापे¢ शुƨता (reasonable or relative accuracy) हȣ अपेͯ¢त है । 
यथोͬचत पǐरशुƨता एक सापे¢ धारणा है । यह अनसुÛधान कȧ ĤकृǓत व उƧेæय, 
संकलन कȧ रȣǓत तथा शुƨता कȧ सàभाͪवत माğा आǑद पर Ǔनभ[र होती है । कहȣं 
अ×यͬधक शुƨता कȧ आवæयकता होती है तथा कहȣ ंअनमुान–माğ हȣ पया[Üत होते हɇ । 
उदाहरणाथ[, åयिÈतयɉ कȧ ऊँचाई मापने मɅ सेÖटȣमीटर के अंशɉ तक को नहȣ ंछोड़ा जा 
सकता, जबͩक दो नगरɉ के बीच का फासला मापने मɅ ͩकलोमीटर के भागɉ को छोड़ा 
जा सकता है और पØृवी से सूय[ कȧ दरूȣ का अनमुान लगाने मɅ हजारɉ ͩकलोमीटर तक 
कȧ उपे¢ा कȧ जा सकती है । ͩफर भी पǐरणाम यथोͬचत Ǿप से शुƨ माने जायɅगे । 
अत: सांिÉयकȧ मɅ केवल सापे¢ शुƨता हȣ होनी चाǑहए और उसका èतर पहले हȣ 
Ǔनधा[ǐरत कर लेना चाǑहए । मापयğंो मɅ Ǔन×यĤǓत सुधार होते रहने मɅ सापे¢ शुƨता 
का èतर भी ǓनरÛतर बढ़ता हȣ जा रहा है । 

6.5 सिÛनकटन अथवा उपसादन (Approximation)  
बड़ी संÉयाऐं अͬधकतर ħमा×मक और जǑटल होती है । उÛहɅ समझना और èमरण 
रखना लगभग असàभव होता है । अत: सरल और बुͪ ƨगàय बनाने के उƧेæय से उÛहɅ 
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उनकȧ Ǔनकटतम सरल संÉया के Ǿप मɅ åयÈत कर Ǒदया जाता है । इससे पǐरणाम मɅ 
कोई ͪवशेष अÛतर नहȣ ंपड़ता और समकंɉ का ͪवæलेषण तथा Ǔनव[चन सरल हो जाता है 
। वाèतͪवक और सरल संÉयाओं को ͩकसी èथानीय मान के आधार पर Ǔनकटतम 
सरल संÉयाओं के Ǿप मɅ åयÈत करने कȧ ͩĐया को सिÛनकटन या उपसादन 
(approximation) कहत ेहɇ । यह ͩĐया इस Ĥकार सàपÛन कȧ जाती है ͩक पǐरणाम 
मɅ कोई अÛतर न पड़,े िèथǓत को आसानी से समझा जा सके और समंक ͪवæलेषण के 
योÊय हो जायɅ । सिÛनकट जǑटलताओं को सरल बनाने तथा समकंɉ मɅ यथोͬचत 
पǐरशुƨता ĤाÜत करने के उƧेæय से ͩकया जाता है । 
लाभ – सिÛनकटन के Ǔनàन लाभ हɇ– 

(i) सरलता – सिÛनकटन से जǑटल संÉयाएँ सरल और आसानी से èमरण रखने योÊय हो 
जाती हɇ । उदाहरणाथ[, यǑद यह कहा जाये ͩक 1991 मɅ भारत कȧ कुल जनसंÉया 
84,63,02,688 थी तो इस संÉया को याद रखने मɅ Ǔनिæचत Ǿप से कǑठनाई होगी 
परÛत ुउपसाǑदत संÉया अथा[त ्846 करोड़ सरल व बुͪ ƨगàय है । 

(ii) तुलना कȧ सुͪवधा – सिÛनकट संÉयाओं कȧ तुलना, वाèतͪवक और जǑटल संÉयाओं कȧ 
पारèपǐरक तुलना कȧ अपे¢ा अͬधक सुͪवधाजनक होती है । भारत मɅ 1991 मɅ पǾुषɉ 
कȧ कुल संÉया 43,92,30,458 और िèğयɉ कȧ कुल संÉया 40,70,72,230 कȧ 
तुलना करने से 439 करोड़ तथा 407 करोड़ कȧ तुलना कहȣ ंअͬधक सरल है । 

(iii) गणन–ͩĐयाओं कȧ सरलता – सिÛनकटन से संÉयाओं का जोड़ना, घटाना, गणुा करना 
आǑद गͨणतीय ͩĐयायɅ अ×यÛत सरल हो जाती हɇ । 

6.6 उपसादन कȧ रȣǓतयाँ (Methods of Approximation) 
संÉयाओं का उपसाधन करने से पवू[ यह Ǔनण[य करना चाǑहए ͩक उÛहɅ ͩकस सीमा तक 
उपसादन करना है, जैस–तीन दशमलव ǒबÛदओंु तक, दो दशमलव ǒबÛदओंु तक, एक 
दशमलव ǒबÛद ुतक अथवा इकाई, दहाई, सैकड़ा, हजार या लाख तक । यह Ǔनधा[ǐरत 
करने के पæचात ् Ǔनàनͧलͨखत तीन रȣǓतयɉ मɅ से ͩकसी एक रȣǓत ɮवारा उपसादन 
ͩकया जा सकता है : 

(1) कुछ अंकɉ को छोडकर – (By discarding digits entirely) – उपसाधन कȧ इस 
रȣǓत के अनसुार पवू[–Ǔनधा[ǐरत èथानीय मान तक अंकɉ को रखकर बाकȧ अंकɉ को छोड़ 
Ǒदया जाता है । यǑद 43, 82,35,282,3759 का इस रȣǓत से उपसाधन करना हो तो 
ͪवͧभÛन èथानीय मानɉ तक इस संÉया को Ǔनàन Ĥकार उपसाǑदत ͩकया जायेगा: 
तीन दशमलव अंकɉ तक उपसाǑदत मूãय 43,82,35,282.375 
दो दशमलव अंकɉ तक उपसाǑदत मूãय 43,82,35,282.37 
एक दशमलव अंक तक उपसाǑदत मूãय 43,82,35,282.3 
इकाई तक उपसाǑदत मूãय 43,82,35,282 
दहाई तक उपसाǑदत मूãय 43,82,35,280  
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सैकड़ा तक उपसाǑदत मूãय 43,82,35,200 
हजार तक उपसाǑदत मूãय 43,82,35,000 
दस हजार तक उपसाǑदत मूãय 43,82,30,000 
लाख तक उपसाǑदत मूãय 43,82,00,000 
दस लाख तक उपसाǑदत मूãय 43,80,00,000 
करोड़ तक उपसाǑदत मूãय 43,00,00,000 

उपसाधन कȧ इस रȣǓत से संÉयाओं का उपसाधन करने से उपसाǑदत संÉया सदैव हȣ 
वाèतͪवक संÉया से कम होगी । संÉया िजतनी छोटȣ होगी उपसाधन मɅ अशुͪƨ कȧ 
माğा भी उतनी हȣ कम होगी । अशुͪƨ एक हȣ Ǒदशा मɅ और संचयी ĤकृǓत कȧ होगी । 

(2) संÉया को अगलȣ संÉया तक बढ़ाकर – (By raising the figure to the next 
Higher figure)–  
इस रȣǓत के अनसुार संÉया के बाद मɅ आने वालȣ पणू[ सÉंया मɅ एक जोड़ Ǒदया जाता 
है और उसके बाद के अंकɉ को छोड़ Ǒदया जाता है । यǑद 43,82,35,282.3759 का 
इस रȣǓत से उपसाधन करना हो तो ͪवͧभÛन èथानीय मानɉ तक इस संÉया को Ǔनàन 
Ĥकार उपसाǑदत ͩकया जायेगा : 
तीन दशमलव अंकɉ तक उपसाǑदत मूãय 43,82,35,282.376 
दो दशमलव अंकɉ तक उपसाǑदत मूãय 43,82,35,282.38 
एक दशमलव अंक तक उपसाǑदत मूãय 43,82,35,282.4 
इकाई तक उपसाǑदत मूãय 43,82,35,283 
दहाई तक उपसाǑदत मूãय 43,82,35,290 
सैकड़ा तक उपसाǑदत मूãय 43,82,35,300 
हजार तक उपसाǑदत मूãय 43,82,36,000 
दस हजार तक उपसाǑदत मूãय 43,82,40,000 
लाख तक उपसाǑदत मूãय 43,83,00,000 
दस लाख तक उपसाǑदत मूãय 43,90,00,000 
करोड़ तक उपसाǑदत मूãय 44,00,00,000 

उपसाधन कȧ इस रȣǓत मɅ उपसाǑदत संÉया वाèतͪवक संÉया से सदैव अͬधक होती है 
। इस Ĥकार अशुͪƨ एक हȣ Ǒदशा मɅ तथा संचयी (cumulative) ĤकृǓत कȧ होती है । 

(3) Ǔनकटतम पणू[ संÉया तक उपसाधन – (Approximation to the nearest 
whole number) – इस ͪवͬध के अनसुार िजस अंक तक उपसाधन करना है उसके 
बाद कȧ संÉया 5 से कम होती है तो उसे छोड़ Ǒदया जाता है और 5 या 5 से अͬधक 
होने पर अिÛतम अंक मɅ एक बढ़ा Ǒदया जाता है । उदाहरण के ͧलए, 43, 
82,35,282.3759 को ͪवͧभÛन èथानीय मानɉ तक इस Ĥकार उपसाǑदत ͩकया 
जायेगा:  
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तीन दशमलव अंकɉ तक उपसाǑदत मूãय 43,82,35,282.376 
दो दशमलव अंकɉ तक उपसाǑदत मूãय 43,82,35,282.38 
एक दशमलव अंक तक उपसाǑदत मूãय 43,82,35,282.4 
इकाई तक उपसाǑदत मूãय 43,82,35,283 
दहाई तक उपसाǑदत मूãय 43,82,35,290 
सैकड़ा तक उपसाǑदत मूãय 43,82,35,300 
हजार तक उपसाǑदत मूãय 43,82,36,000 
दस हजार तक उपसाǑदत मूãय 43,82,40,000 
लाख तक उपसाǑदत मूãय 43,82,00,000 
दस लाख तक उपसाǑदत मूãय 43,80,00, 000 
करोड़ तक उपसाǑदत मूãय 44,00,00,000 

उपसाधन कȧ यह रȣǓत सवȾ×तम मानी जाती है Èयɉͩक यह अͬधक व£ैाǓनक व 
Ûयायोͬचत है । उपसाǑदत मूãय वाèतͪवक मूãय से अͬधक भी हो सकता है और कम 
भी । इसमɅ अशुͪƨ दोनɉ Ǒदशाओं (धना×मक तथा ऋणा×मक) मɅ होने के कारण उनकȧ 
ĤकृǓत ¢Ǔतपरूक (compensating) होती है। 
उपसाधन कȧ तीनɉ रȣǓतयɉ मɅ अÛतर – 
उपसाधन कȧ तीनɉ रȣǓतयɉ मɅ अĒͧलͨखत अÛतर पाये जात ेहɇ :  

कुछ अंकɉ को छोड़कर 
उपसाधन ͪवͬध 

संÉया को अगलȣ संÉया 
तक बढाकर उपसाधन ͪवͬध 

Ǔनकटतम पणू[ संÉया तक 
उपसाधन ͪवͬध 

वाèतͪवक संÉया 
उपसाǑदत संÉया से 
सदैव अͬधक होती है। 

वाèतͪवक संÉया उपसाǑदत 
संÉया से सदैव कम होती 
है । 

उपसाǑदत मूãय वाèतͪवक संÉया 
के Ǔनकटतम होता है। संÉया 
अͬधक भी हो सकती है और कम 
भी । 

अशुͪƨ धना×मक हȣ 
होती है और उसकȧ 
ĤकृǓत संचयी होती है। 

अशुͪƨ ऋणा×मक तथा 
संचयी ĤकृǓत कȧ होती है। 

अशुͪƨया ँधना×मक व ऋणा×मक 
दोनɉ Ĥकार कȧ हो सकती हɇ, 
उनकȧ ĤकृǓत ¢Ǔतपरूक होती है । 

उपसाधन कȧ इन तीनɉ ͪवͬधयɉ के Ĥभाव का अÛतर Ǔनàन ताͧलका से èपçट हो जायेगा : 
मौͧलक संÉया अंकɉ को छोड़कर 

उपसाधन 
अगले अंक को बढ़ाकर 

उपसाधन 
Ǔनकटतम संÉया तक 

उपसाधन 
41 40 50 40 
62 60 70 60 
87 80 90 90 
96 90 100 100 
32 30 40 30 
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39 30 40 40 
योग 357 330 390 360 
ͪवħम + 27 -33 -3 
सापेͯ¢क ͪवħम +8.2% -8.5% -0.8% 

उपयु [Èत ताͧलका से èपçट हो जाता है ͩक Ĥथम तथा ɮͪवतीय ͪवͬध से संÉयाओं का उपसाधन 
करने मɅ अशुͪƨ एक हȣ Ǒदशा मɅ अͬधक माğा मɅ होती है परÛत ुतीसरȣ ͪवͬध मɅ अशुͪƨया ँ
¢Ǔतपरूक होने के कारण कम हो जाती हɇ । संÉया को बढ़ाकर उपसाधन (rounding up) तथा 
संÉया को छोड़कर उपसाधन (rounding down) कȧ ͪवͬध अनुͬ चत है Èयɉͩक इनसे åयविèथत 
अͧभनǓत को èथान ͧमलता है । संÉया को बढ़ाकर उपसाधन मɅ Ĥ×येक संÉया मɅ कुछ बढ़ 
जाता है और अिÛतम योग सहȣ योग से कहȣ ंअͬधक होता है । इसी Ĥकार संÉया को छोडकर 
उपसाधन करने मे अिÛतम योग सहȣ योग से कम होता है । Ǔनकटतम संÉया तक उपसाधन 
करने मɅ अिÛतम योग सहȣ योग के लगभग बराबर होता है ।  

वधाǓनयाँ (Precautions) 
संÉयाओं का उपसाधन करत ेसमय Ǔनàनͧलͨखत बातɉ को Úयान मɅ रखना चाǑहए :  

1. सीͧमत Ĥयोग – उपसाधन से वाèतͪवक संÉयाओं मɅ पǐरवत[न हो जाता है, अत: उसी दशा 
मɅ संÉयाओं का उपसाधन ͩकया जाना चाǑहए जबͩक उपसाधन करने से उनके मह×व मɅ 
कोई पǐरवत[न न हो । यǑद मूल संÉयाएँ सरल हɉ, तो उपसाधन नहȣ ंकरना चाǑहए । 

2.  Ûयनूतम अंकɉ तक – जहा ँतक सàभव हो, Ûयनूतम अंकɉ तक हȣ उपसाधन ͩकया जाना 
चाǑहए । िजतने अͬधक अंकɉ तक उपसाधन ͩकया जायेगा, अशुͪƨ कȧ माğा उतनी हȣ 
अͬधक होगी । उदाहरणèवǾप, लाखɉ तक संÉयाओं का सिÛनकटन सैकड़ ेतक करने पर 
हजार तक सिÛनकटन करने कȧ अपे¢ा अशुͪƨ कȧ माğा अͬधक होगी । 

3. पवू[–Ǔनधा[रण – ͩकस सीमा तक संÉयाओं का उपसाधन करना है, इसका Ǔनधा[रण, 
अनसुÛधान कȧ ĤकृǓत व उƧेæय, यथोͬचत शुƨता कȧ माğा, उपलÞध साधन, वाèतͪवक 
संÉया के मूãयɉ आǑद तØयɉ को Úयान मɅ रखकर करना चाǑहए । उपसाǑदत संÉयाओं का 
Ĥयोग करत ेसमय उपसाधन करने कȧ सीमा तथा रȣǓत आǑद का èपçटȣकरण कर देना 
चाǑहए । 

4. अिÛतम èतर पर उपसाधन ͩकया जाय – उपसाधन का काय[ गणन–ͩĐया के अिÛतम èतर 
पर ͩकया जाना चाǑहए । गणुा, भाग, वग[मूल आǑद कȧ गणना करने के पæचात ्हȣ अिÛतम 
Ǿप मɅ ĤाÜत संÉया का उपसाधन ͩकया जाना चाǑहए, अÛयथा उपसाधन कȧ अशुͪƨ का 
गणना पर ͪवपरȣत Ĥभाव पड़ेगा । 

ĤǓतशतɉ का उपसाधन (Approximation of Percentages) 
िजस Ĥकार संÉयाओं का उपसाधन ͩकया जाता है, उसी Ĥकार ĤǓतशतɉ का उपसाधन 
ͩकया जा सकता है । 
उदाहरणèवǾप :  
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 Ĥथम रȣǓत ɮͪवतीय रȣǓत ततृीय रȣǓत 
45.765% को 45.7% 45.8% 45.8% 
41.325% को 41.3% 41.4% 41.3% 

उपसाǑदत ͩकया जा सकता है । 

6.7 सांिÉयकȧय ͪवħम (Statistical Errors)  
सांिÉयकȧय त×वɉ का संकलन मापन (measurement) अथवा अवलोकन 
(observation) के आधार पर ͩकया जाता है, पǐरणामèवǾप उनमɅ पणू[ पǐरशुƨता 
ĤाÜत करना सàभव नहȣ ंहोता है । सांिÉयकȧय अनसुÛधानɉ कȧ यह èवाभाͪवक और 
मह×वपणू[ सीमा है । माप करने मɅ भी शत–ĤǓतशत शुƨता का आæवासन नहȣ होता । 
उदाहरणèवǾप, जनगणना के बारे मɅ यह नहȣ ंकहा जा सकता ͩक एक भी मनçुय छूटा 
नहȣ ंहोगा अथवा ͪवɮयाͬथ[यɉ कȧ ऊँचाई कȧ माप मɅ 0.001 सेÖटȣमीटर कȧ भी अशुͪƨ 
नहȣ ंहोगी । ĤǓतदश[ (sample) के आधार पर समĒ (universe) के बारे मɅ अनमुान 
करने मɅ भी पणू[ शुƨता का आæवासन नहȣ ंǑदया जा सकता । सांिÉयकȧ ͪव£ान मɅ इन 
अशुͪƨयɉ को ͪवħमɉ या ğǑुटयɉ (errors) कȧ सं£ा दȣ जाती है । सांिÉयकȧ मɅ ‘ͪवħम’ 
से आशय अशुͪƨ या गलती (mistake) से नहȣ ं है । ͪवħम या ğǑुट समकंɉ के 
‘वाèतͪवक मूãय' (actual value) और 'अनमुाǓनत मूãय' (estimated value) के 
अÛतर को कहत ेहɇ । यǑद ͩकसी क¢ा मɅ 50 ͪवɮयाथȸ हɉ और हम उÛहɅ 52 ͬगनɅ तो 
यह अशुͪƨ कहलायेगी, परंत ुयǑद ͩकसी आधार पर क¢ा के ͪवɮयाͬथ[यɉ कȧ संÉया 52 
होने का अनमुान लगाया जाये, तो इसको सांिÉयकȧय ͪवħम कहɅगे । Ĥो. कॉनर 
(Connor) के अनसुार, “सांिÉयकȧय अथ[ मɅ ͪवħम अनमुाǓनत मूãय तथा वाèतͪवक 
अथवा आदश[ मूãय िजसका शुƨता से Ǔनधा[रण करना असàभव हो, का अÛतर माğ है 
।'' Ĥो. बॉͫडगंटन (Boddington) ने सांिÉयकȧय ͪवħम को, “वाèतͪवक संÉया तथा 
अनमुान का अÛतर” बताया है । उÛहɉने यह भी èपçट ͩकया है ͩक “ͪवħम से आशय 
गͨणतीय गणना मɅ गलती करने से नहȣ ं है बिãक यह इसͧलए उ×पÛन होता है ͩक 
समकंɉ के संकलन मɅ पणू[ ¢ेğ को शाͧमल करना असàभव है, जैसा ͩक ĤǓतचयन मɅ 
होता है ।” 
अशुͪƨ या गलती (mistake) तथा सांिÉयकȧय ͪवħम या ğǑुट (Statistical errors) 
मɅ अÛतर इस Ĥकार है :  

अशुͪƨ तथा ͪवħम मɅ अÛतर 
(Difference between Mistake and Errors) 

Đ. 
सं. 

अÛतर का 
आधार 

अशुͪƨ ͪवħम 
 

 ĤकृǓत अशुͪƨ Ĥाय: जान–बझूकर कȧ 
जाती है । 

ͪवħम अनजाने मɅ होता है। 
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 उ×पि×त अशुͪƨ गलत रȣǓतयɉ या गलत 
गणन ͩĐयाओं के कारण उ×पÛन 
होती है । 

ͪवħम वाèतͪवक एव ंअनमुाǓनत मूãयɉ 
कȧ ͧभÛनता से  उ×पÛन होता है । 

 अनमुान अशुͪƨ को अनमुाǓनत करना 
कǑठन है । 

ͪवħम का अनमुान लगाया जा सकता 
है । 

 रोकथाम सावधानी रखने पर अशुͪƨ को 
सरलता से रोका जा सकता है । 

ͪवħम को पणू[ Ǿप से नहȣ ं रोका जा 
सकता Èयɉͩक वे मापन कȧ ĤकृǓत मɅ 
ǓनǑहत होत ेहɇ। 

 उ×पि×त 
का èतर  

अशुͪƨ अनसुधंान मɅ ͩकसी भी 
èतर पर हो सकती है । 

ͪवħम समंक संĒह ͪवæलेषण एव ं
Ǔनव[चन के èतर पर हȣ होता है । 

6.7.1 सांिÉयकȧय ͪवħमɉ के èğोत (Sources of Statistical Errors)  

ͪवħम अĒͧलͨखत èğोतɉ से उ×पÛन हो सकत ेहɇ: 
(1) मूल ͪवħम (Errors of Origin) – मूल ͪवħम समकं संकलन ĤͩĐया मɅ ͪवͧभÛन 

कारणɉ से उ×पÛन होत े हɇ । अनसुÛधान ͪवषय कȧ दोषपणू[ पǐरभाषा, अनपुयÈुत 
सांिÉयकȧय इकाई, सचूकɉ या Ĥगणकɉ कȧ असावधानी तथा प¢पात कȧ भावना, 
Ĥæनावलȣ के दोष, ğǑुटपणू[ ĤǓतचयन ͪवͬध आǑद के कारण मूल ͪवħम उ×पÛन होते हɇ 
। मूल ͪवħम उ×पÛन होने के Ǔनàन कारण हो सकत ेहɇ : 
(अ) उͬचत माप का अभाव – अनेक तØयɉ कȧ शुƨ माप करना सàभव नहȣ ंहोता है । 

डॉ. बॉउले ने तो यहा ँतक कहा है ͩक “भौǓतक अथवा आͬथ[क ͩकसी भी Ĥकार के 
तØयɉ को पणू[ शुƨता से माप करने का मापदÖड ͪवɮयमान हȣ नहȣ ं है, जैसे ͩक 
एक पणू[ सरल रेखा अथवा पणू[ ġव नहȣ ंहोत े।” अनेक तØय इस Ĥकार के होत े
हɇ, िजनकȧ सूêम गͨणतीय माप सàभव नहȣ ंहोती है । बड़ ेसमूहɉ के माप मɅ और 
अͬधक कǑठनाई होती है । उदाहरण èवǾप, एक ͩकसान कȧ उपज कȧ माप अͬधक 
शुƨता से कȧ जा सकती है, परÛत ुयǑद सàपणू[ देश कȧ कृͪष उपज कȧ माप कȧ 
जाये तो उतनी शुƨ माप करना असàभव होता है । समूह िजतना बड़ा होगा, शुƨ 
माप करने मɅ उतनी हȣ कǑठनाई होगी और ͪवħम उ×पÛन होने कȧ उतनी हȣ 
अͬधक सàभावना होगी। कभी–कभी समहू (aggregate) मɅ ǓनरÛतर पǐरवत[न होते 
रहत ेहɇ, िजसके कारण शुƨ माप करना कǑठन हो जाता है । उदाहरणाथ[, देश कȧ 
जनगणना मɅ, गणना करत ेसमय भी जÛम–म×ृयु के कारण संÉया मɅ पǐरवत[न 
होत ेरहत ेहɇ, और पणू[ गणना करना सàभव होता है। 

(ब) ĤǓतचयन के कारण – ĤǓतदश[ का चुनाव चाहे ͩकतने हȣ व£ैाǓनक ढंग से ͩकया 
जाये, उसके माप समĒ के पाप के ठȤक अनǾुप नहȣ ंहो सकत ेहɇ । सबसे अͬधक 
ĤǓतǓनͬध ĤǓतदश[ अÚययन से ĤाÜत पǐरणाम भी एक सीमा तक हȣ शुƨ होते हɇ । 
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(स) गलत सूचना देने अथवा गलत लेखा होने से – सचूकɉ ɮवारा गलत सचूना देने 
अथवा Ĥगणक ɮवारा उन सूचनाओं का ğǑुटपणू[ ढंग से लेखा करने के कारण 
ͪवħम उ×पÛन हो सकते हɇ।  

(द) अनमुानɉ का Ĥयोग – सांिÉयकȧय अनसुÛधानɉ मɅ अनेक तØयɉ के बारे मɅ अनमुान 
करना पड़ता है, अनमुान तथा वाèतͪवक मूãय मɅ अÛतर होना èवाभाͪवक है । 

(य) सांिÉयकȧय इकाई, अनसुÛधान ¢ेğ आǑद कȧ ğǑुटपणू[ पǐरभाषा का Ĥयोग – 
सांिÉयकȧय अनसुधंानɉ मɅ समकं–संĒह कȧ इकाई, अनसुÛधान ¢ेğ आǑद कȧ èपçट 
पǐरभाषा के अभाव ͪवħम उ×पÛन होते हɇ । उदाहरणèवǾप, यǑद ͩकसी सवȶ¢ण मɅ 
“अगले जÛम Ǒदवस पर आय”ु के बारे मɅ समकं संकͧलत ͩकये जायɅ, तो इससे 
ͪवħम उ×पÛन होगा । इसी Ĥकार “Įͧमकɉ के रहन–सहन से सàबिÛधत” सवȶ¢ण 
मɅ कुछ मÚयवगȸय कुटुàबɉ को शाͧमल करने से पǐरणामɉ मɅ ͪवħम होगा । 

(2) अपया[Üतता के कारण ͪवħम – (Errors of Inadequacy) छोटे आकार का ĤǓतदश[ 
लेकर अनसुÛधान करने से ͪवħम उ×पÛन होत ेहɇ । इस Ĥकार ͪवħमɉ को रोकने के 
ͧलए ĤǓतदश[ के आकार मɅ वृͪ ƨ तकनीक तथा मɅ सुधार करना चाहता है । 

(3) Ĥहèतन ͪवħम – (Errors of Manipulation) इस Ĥकार के ͪवħम सांिÉयकȧय 
सामĒी के ͪवͬधयन मɅ हो जात े हɇ । गणना, आगणन, मापन, ͪववरण, वगȸकरण, 
उपसाधन आǑद ͪवͬधयɉ मɅ अशुͪƨया ँजाने के कारण Ĥहèतन ͪवħम उ×पÛन होत ेहɇ । 
माÚयɉ, ĤǓतशतɉ आǑद का गलत Ĥयोग भी इस Ĥकार के ͪवħम का कारण होता है । 
समकंɉ के ͪवæलेषण मɅ अͬधक सावधानी रखने से इस Ĥकार के ͪवħम कम हो जात ैहɇ 
। 

(4) Ǔनव[चन कȧ ͪवħम – (Errors of Interpretation) संकͧलत समंकɉ का ͪवæलेषण के 
पæचात ्उनसे उͬचत Ǔनçकष[ Ǔनकालत ेसमय अनसुÛधानकता[ कȧ असावधानी, अͧभनǓत 
(bais) व अनभुवहȣनता के कारण भी अनेक ͪवħम उ×पÛन हो जात ेहɇ । इन ͪवħमɉ 
को Ǔनव[चन–ͪवħम कहत ेहɇ ।  

6.7.2 सांिÉयकȧय ͪवħमɉ के Ĥकार (Kinds of Statistical Errors) 

सांिÉयकȧय ͪवħम, अपनी ĤकृǓत के आधार पर दो Ĥकार के हो सकत ेहɇ: 
(i) अͧभनत ͪवħम (Biased Error), (ii) अनͧभनत ͪवħम (Unbiased Error) । 

6.7.2.1 अͧभनत ͪवħम (Biased Error) – अͧभनत ͪवħम उनको कहत े हɇ जो Ĥगणकɉ 
अथवा सूचकɉ के प¢पात अथवा दोषपणू[ मापदÖडɉ के कारण उ×पÛन होते हɇ । अͧभनत 
ͪवħमɉ को ‘åयविèथत ͪवħम’ (Systematic errors), सतत ͪवħम (Constant 
errors), संचयी ͪवħम (Cumulative errors) अथवा Ǻढ़ ͪवħम (Persistent 
errors) भी कहत ेहɇ । इकाइयɉ कȧ संÉया बढ़ने के साथ–साथ अͧभनत ğǑुट कȧ कुल 
माğा भी बढ़ जाती है । उदाहरणाथ[, यǑद ͩकसी åयापारȣ के एक िÈवटंल के बाँट मɅ 
100 Ēाम कȧ कमी है तो 1 िÈवटंल तोलने मɅ 100 Ēाम कȧ ğǑुट होगी । मैǑĚक टन 
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तोलने मɅ 1 ͩकलोĒाम और इसी Ĥकार अͬधक तोलने मɅ ͪवħम कȧ माğा बढ़ती हȣ 
जायेगी । 
अͧभनत ͪवħम मुÉयत: Ǔनàन कारणɉ से उ×पÛन होते हɇ– 
(अ) सूचना Ĥदान करत ेहɇ । उदाहरणाथ[, अͧशͯ¢त वƨृ åयिÈत अͬधकतर अपनी उĨ 

अͬधक बतलाने मɅ गौरव का अनभुव करत ेहै । नवयवुǓतयाँ Ĥाय: अपनी उĨ कम 
हȣ बतलाती हɇ । Ĥ×येक åयिÈत अपनी आय ुकम बताने कȧ चेçटा करता है । ये 
सब अͧभनत ͪवħम हɇ । 

(ब) Ĥगणकɉ का प¢पात – Ĥगणकɉ कȧ पवू[–धारणाओं के कारण भी अͧभनत ğǑुटयाँ हो 
जाती हɇ । उदाहरण के ͧलए, यǑद Ĥगणकɉ कȧ यह धारणा है ͩक अमुक ¢ेğ मɅ 
ͩकसानɉ कȧ आͬथ[क िèथǓत अÍछȤ है तो वे इस Ĥकार के समंक एकǒğत करɅगे 
िजनसे उनकȧ राय के अनकूुल हȣ Ǔनçकष[ ǓनकलɅ । 

(स) मापदÖड कȧ ğǑुटयाँ – सांिÉयकȧ माप के ͧलए िजस यÛğ का Ĥयोग ͩकया जा रहा 
है यǑद उसमɅ दोष है तो अͧभनत ğǑुटयाँ उ×पÛन हो जायɅगी । यǑद ͩकसी मीटर के 
माप मɅ 5 ͧमलȣमीटर कȧ कमी है तो 1 मीटर नापने मɅ 5 ͧमलȣमीटर कȧ ğǑुट 
होगी, 10 मीटर नापने मɅ 5 सेÖटȣमीटर कȧ कमी होगी, 100 मीटर नापने मɅ 50 
सेÖटȣमीटर अथा[त ्आधे मीटर कȧ कमी होगी । इस Ĥकार अͧभनत ğǑुट कȧ माğा 
बढ़ती हȣ जायेगी । 

(द) दोषपणू[ ĤǓतचयन – सͪवचार ĤǓतचयन मɅ भी अͧभनत ğǑुट हो जाती है । 
अनसुंधानकता[ अपनी इÍछा और पवू[ धारणाओं के अनकूुल हȣ ĤǓतदश[ छाँटेगा 
िजससे ĤǓतदश[–इकाइयɉ पर उसकȧ अͧभनǓत का Ĥभाव आ जायेगा । 

अͧभनत ğǑुट कȧ रोकथाम के ͧलए, उपयु [Èत İोतɉ कȧ जाँच करके उन कारणɉ को दरू 
करने का Ĥय×न करना चाǑहए िजनसे प¢पात उ×पÛन होता है । सूचकɉ व Ĥगणकɉ मɅ 
Ǔनçप¢ता होनी चाǑहए, माप–यÛğ मɅ ğǑुट नहȣ ं होनी चाǑहए तथा यथेçट ĤǓतǓनͬध 
समकं दैव चयन के आधार पर चुने जाने चाǑहए । इस Ĥकार, अͧभनत या संचयी 
ͪवħमɉ से बचा जा सकता है । 

6.7.2.2 अनͧभनत ͪवħम (Unbiased Error) – जो ğǑुटयाँ ͩकसी प¢पात के कारण उ×पÛन 
नहȣ ंहोती ंवरन ्Ĥगणकɉ या सूचकɉ कȧ असावधानी के कारण, समकंɉ मɅ संयोगवश हो 
जाती हɇ वे अनͧभनत ͪवħम कहलात ेहɇ । इन ͪवħमɉ कȧ Ĥमुख ͪवशेषता यह है ͩक ये 
दोनɉ Ǒदशाओं मɅ होते हɇ, अत: एक–दसूरे से कटत ेरहत ेहɇ । यहȣ कारण है ͩक इÛहɅ 
¢Ǔतपरूक ͪवħम (compensating errors) भी कहत ेहɇ । उदाहरण के ͧलए, यǑद 
åयापारȣ के िÈवटंल के बाँट मɅ तो कोई कमी न हो परÛत ुवह असावधानी से तोले, तो 
एक िÈवटंल मɅ 10 Ēाम भार अͬधक हो सकता है परÛत ु10 बार एक–एक िÈवटंल 
तोलने मɅ कभी कुछ कम और कभी कुछ अͬधक तोले जाने के कारण कुल ğǑुट नगÖय 
होगी । 
अÛतर – अͧभनत तथा अनͧभनत ͪवħम मɅ Ǔनàनͧलͨखत अÛतर है – 
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(1) उ×पǓत – अͧभनत ͪवħम सूचकɉ, गणकɉ या मापयÛğɉ के प¢पात के कारण उ×पÛन 
होती हɇ । इसके ͪवपरȣत, अनͧभनत ğǑुटयाँ प¢पात के कारण उ×पÛन नहȣ ंहोती । वे 
तो गणना मɅ èवाभाͪवक Ǿप से संयोगवश Ĥकट होती हɇ । 

(2) ͪवħम कȧ Ǒदशा – अͧभनत ğǑुटयाँ अͬधकतर एक हȣ Ǒदशा मɅ बढ़ने वालȣ होती हɇ । 
परÛत ुअनͧभनत ğǑुटयाँ दोनɉ Ǒदशाओं कȧ होती हɇ । उनमɅ से कुछ धना×मक और कुछ 
ऋणा×मक होती हɇ । 

(3) ĤकृǓत – अͧभनत ͪवħम संचयी ĤकृǓत के होत ेहɇ । पदɉ कȧ संÉया बढ़ने के साथ–साथ 
ͪवħम कȧ माğा मɅ वृͪ ƨ होती रहती है । इसके ͪवपरȣत, अनͧभनत ͪवħम ¢Ǔतपरूक 
ĤकृǓत के होत ेहɇ । पदɉ कȧ संÉया मɅ वृͪ ƨ के साथ–साथ ͪवħम कȧ माğा भी कम हो 
जाती है । ͪवħमɉ कȧ धना×मक तथा ऋणा×मक Ĥविृ×तयाँ एक–दसूरे को ǓनिçĐय कर 
देती हɇ, इससे पǐरणामɉ पर ͪवशेष Ĥभाव नहȣ ंपड़ता है । Ĥो. ͩकंग (W.I.King) के 
अनसुार, “जब इकाइयɉ कȧ संÉया अͬधक होती है तो ¢Ǔतपरूक ͪवħम नगÖय होत ेहɇ, 
परÛत ुइसके ͪवपरȣत, संचयी ͪवħम सदैव योग अथवा माÚय कȧ शुƨता को गàभीर Ǿप 
से Ĥभाͪवत करत ेहɇ ।” 

(4) रोकथाम के उपाय – अͧभनत ͪवħम को रोकने के ͧलए उस èğोत का पता लगाना 
चाǑहए िजसके ɮवारा संकͧलत समकंɉ मɅ ͪवħम उ×पÛन होता है । यǑद प¢पात के 
कारण ͪवħम उ×पÛन हो तो उसे दरू करने कȧ चेçटा करनी चाǑहए और यǑद माप–यÛğ 
के कारण ͪवħम उ×पÛन होत ेहɉ तो उसमɅ सुधार करना चाǑहए । अनͧभनत ͪवħम के 
Ĥभावɉ को ǓनिçĐय करने के ͧलए पदɉ कȧ संÉया मɅ वृͪ ƨ करनी चाǑहए । 
पदɉ कȧ संÉया मɅ वृͪ ƨ के साथ जहाँ अͧभनत ͪवħम मɅ वृͪ ƨ होती है वहȣ ंअनͧभनत 
ͪवħम कम हो जाता है । इसीͧलए कहा जाता है ͩक “जहाँ तक अͧभनत ͪवħम का 
Ĥæन है संÉयाशाèğी को एक भी ऐसा ͪवħम नहȣ ंचाǑहए, ͩकÛत ुअनͧभनत िजतने हȣ 
अͬधक हɉगे, ĤसÛनता कȧ बात है।” 

6.7.2.3 शÈय ͪवħम तथा सàभाͪवत ͪवħम (Possible Error and Probable Error) 

Èय ͪवħम उन सीमाओं को èपçट करता है िजनके अÛतग[त वाèतͪवक ͪवħम हो 
सकता है । उदाहरण èवǾप, 13,750 को हजार तक उपसाǑदत ͩकया जाए तो 
‘Ǔनकटतम पणू[ संÉया तक उपसाधन ͪवͬध के अनसुार यह संÉया 14,000 होगी । 
इस ͪवͬध के अनसुार 500 तक के मूãय को छोड़ Ǒदया जाता है और 500 या 500 
से अͬधक मूãय को 1,000 मान ͧलया जाता है । अत: ऐसी दशा मɅ शाÈय ͪवħम 
 500 होगा तथा उपसाǑदत संÉया 14000 होने पर वाèतͪवक संÉया 14,000 
500 अथा[त ्14,500 व 13,500 के बीच होगी । 
सàभाͪवत ͪवħम तथा Ĥमाͪपत ͪवħम ĤǓतचयन ͪवͬध के Ĥयोग मɅ उ×पÛन होता है । 
यह ͪवħम उन सीमाओं का Ǔनधा[रण करता है, िजनके बीच ĤǓतदश[ कȧ ͪवशेषताएँ 
समĒ कȧ ͪवशेषताओं से ͪवचͧलत होती है । 
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6.7.2.4 I तथा II Ĥकार के ͪवħम (Types–I and Type–II Error) 

ͩकसी पǐरकãपना (hypothesis) कȧ जाँच करने मɅ दो Ĥकार के ͪवħम हो सकत ेहɇ : 
I Ĥकार का ͪवħम उस दशा मे होता है जब ऐसी पǐरकãपना को अèवीकार कर Ǒदया 
जाता है, जो वाèतव मɅ सहȣ है । II Ĥकार का ͪवħम उस दशा मɅ उ×पÛन होता है जब 
गलत पǐरकãपना को èवीकार कर ͧलया जाता है । Ĥ×येक पǐरकãपना या तो सहȣ 
होगी या गलत, सहȣ पǐरकãपना को अèवीकार नहȣ ंͩकया जाता तो Ǔनण[य ठȤक रहता 
है इसी Ĥकार गलत पǐरकãपना को èवीकार नहȣ ं ͩकया जाता, तो भी Ǔनण[य ठȤक 
रहता है । यह Ǔनàन चाट[ मɅ दशा[या गया है :– 

शूÛय पǐरकãपना (Null Hypothesis) है 

 
6.7.3 सांिÉयकȧय ͪवħमɉ कȧ माप (Measurement of Statistical Errors)  

सांिÉयकȧय ͪवħमɉ कȧ माप दो Ĥकार से कȧ जा सकती है :  
1. Ǔनरपे¢ ͪवħम (Absolute Error) 
2. सापे¢ ͪवħम (Relative Error)  

1. Ǔनरपे¢ ͪवħम (Absolute Error) – वाèतͪवक मूãय (actual value) तथा 
अनमुाǓनत मूãय (Estimated Value) का अÛतर Ǔनरपे¢ ͪवħम कहलाता है । Ĥो. 
बॉͫडगंटन (Boddington) के शÞदɉ मɅ, “अनमुाǓनत अंक तथा मूल संÉया का अंक 
गͨणतीय अÛतर” Ǔनरपे¢ ͪवħम होत ेहɇ । Ĥो. कॉनर के अनसुार, “ͩकसी संÉया का 
Ǔनरपे¢ ͪवħम उसके अनमुाǓनत व वाèतͪवक मूãयɉ का वाèतͪवक अÛतर होता है, यह 
वाèतͪवक मूãय से अनमुाǓनत मूãय के अͬधक या कम होने के अनसुार धना×मक 
अथवा ऋणा×मक होता है ।” सूğ के Ǿप मɅ Ǔनरपे¢ ͪवħम कȧ गणना इस Ĥकार कȧ 
जा सकती है :  

A.E. = a – e 
जहा ंपर A.E. का अथ[ है Ǔनरपे¢ ͪवħम (Absolute Error)  
a का अथ[ है वाèतͪवक मूãय (Actual value), 
e का अथ[ है अनमुाǓनत मूãय (Estimated value) 
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Ǔनरपे¢ ͪवħम धना×मक (Positive) अथवा ऋणा×मक (Negative) हो सकता हɇ यǑद 
वाèतͪवक मूãय अनमुाǓनत मूãय से अͬधक होता है तो ͪवħम धना×मक (Positive) 
होता है तथा वाèतͪवक मूãय के अनमुाǓनत मूãय से कम होने पर ͪवħम ऋणा×मक 
(Negative) होता है । सूğानसुार :  
a>e = धना×मक Ǔनरपे¢ ͪवħम (Positive Absolute Error) 
a<e= ऋणा×मक Ǔनरपे¢ ͪवħम (Negative Absolute Error) 
यǑद तीन कम[चाǐरयɉ कȧ माͧसक आय Đमश: 220, 420 तथा 820 Ǿपये है जबͩक 
उनकȧ आयɉ का अनमुान Đमश : 200, 400, 800 Ǿपये लगाया गया है तो इन 
अनमुानɉ का Ǔनरपे¢ ͪवħम इस Ĥकार होगा :  

  I    II   III 
 A.E.Rs. (320–300) =+20 Rs. (420–400)=+20 Rs.(820–800)=+20 
इन तीनɉ उदाहरणɉ मɅ Ǔनरपे¢ ͪवħम कȧ माğा समान है, परÛत ुउनकȧ तुलना नहȣ ंकȧ 
जा सकती, Èयɉͩक Ĥथम मɅ यह ͪवħम 400 मɅ से तथा तीसरे मɅ यह ͪवħम 800 मɅ 
से है । 

2. सापे¢ ͪवħम (Relative Error) Ǔनरपे¢ ͪवħम का अनमुाǓनत मूãय से अनपुात 
सापे¢ ͪवħम कहलाता है । Ǔनरपे¢ ͪवħम को अनमुाǓनत मूãय से भाग देने पर 
सापे¢ ͪवħम £ात ͩकया जाता है । इसका सूğ इस Ĥकार है :  

सापे¢ ͪवħम (R.E.) =
AE
e  or 

a e
e


  
उपयु [Èत उदाहरणɉ मɅ सापे¢ ͪवħम इस Ĥकार होगा : 

I   II   III 
 
220 200 0.1

200


  420 400 0.5
400


  820 800 .025
800


   

Ĥथम कȧ तुलना मɅ दसूरे का सापे¢ ͪवħम आधा तथा तीसरे का सापे¢ ͪवħम चौथाई 
है। 
ĤǓतशत ͪवħम (Percentage Error) – सापे¢ ͪवħम को 100 से गणुा करके 
ĤǓतशत ͪवħम £ात ͩकया जा सकता हɇ संकेता¢रानसुार P.E. = R.E. x 100 इससे 
तुलना करना सरल हो जाता है । उपयु [Èत उदाहरणɉ मɅ ĤǓतशत ͪवħम इस Ĥकार होगा 
। 

I  II  III 
  
ĤǓतशत ͪवħम  0.1x100=10% .05x100=5% .025x100=2.5% 
यǑद Ǔनरपे¢ तथा सापे¢ ͪवħम £ात हो तो वाèतͪवक और अनमुाǓनत मूãयɉ को £ात 
ͩकया जा सकता है । इस गणना को नीचे Ǒदखाया जा रहा है :– 
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I     II  
£ात A.E.= +10    £ात A.E.= –10 

R.E.= +.04 R.E.= –.01  
वाèतͪवक तथा अनमुाǓनत मूãयɉ £ात करɅ 

R.E.= . .A E
e

     R.E.= . .A E
e

 

मूãयɉ का ĤǓतèथापन करने पर : 
10.04
e

      10.01
e


   

अथवा .04 x e = 10    अथवा –.04 x e = –10 
10
.04

e 
       

10
0.1

e 

  

E = 250      e= 1000 
a = e + A.E.      a = e + A.E. 
= 250 + 10 =260     = 1000 – 10 = 990  
वाèतͪवक मूãय (Actual value) = 260 वाèतͪवक मूãय (Actual value) = 260  
अनमुाǓनत मूãय (Estimated value) = 250 अनमुाǓनत मूãय (Estimated value) = 
1000 

6.7.4 सांिÉयकȧय ͪवħमɉ का अनमुान (Estimation of Statistical Errors)  

अनेक सांिÉयकȧय अनसुधंानɉ मɅ समकंɉ के वाèतͪवक मूãय £ात नहȣ ंहोते; ऐसी दशा 
मɅ Ǔनरपे¢ व सापे¢ ͪवħमɉ कȧ माप नहȣ ंकȧ जा सकती । इन ͪवħमɉ का केवल 
अनमुान हȣ लगाया जा सकता है । 
सांिÉयकȧय ğǑुटयɉ के अनमुान लगाने कȧ बॉͫडगटंन तथा बाउले ɮवारा अलग–अलग 
रȣǓतया ंĤèतुत कȧ गई हɇ जो Ǔनàन Ĥकार हɇ – 
(क) बॉͫडगटंन 1  ɮवारा दȣ गई रȣǓतयां – बॉͫडगटंन के अनसुार जब ğǑुट अͧभनत ĤकृǓत 

कȧ हो, तो कुल Ǔनरपे¢ ğǑुट का अनमुान लगाने के ͧलए औसत Ǔनरपे¢ ğǑुट को 
इकाईयɉ कȧ संÉया के वग[मूल से गणुा करना चाǑहए तथा सापे¢ ğǑुट अनमुाǓनत 
करने के ͧलए कुल Ǔनरपे¢ ğǑुट को कुल अनमुाǓनत मूãय से भाग दे देना चाǑहए 
। इन ğǑुटयɉ के सूğ के Ǔनàन Ĥकार हɇ – 
कुल Ǔनरपे¢ ğǑुट = औसत Ǔनरपे¢ ğǑुट N  
कुल Ǔनरपे¢ ğǑुट = औसत Ǔनरपे¢ ğǑुट N   
अनमुाǓनत मूãय 
‘N’ पदɉ कȧ संÉया के ͧलए ĤयÈुत ͩकया गया है । 
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जब ğǑुट अͧभनत ĤकृǓत कȧ होती है तो औसत Ǔनरपे¢ ğǑुट को इकाईयɉ कȧ 
संÉया से गणुा करके कुल Ǔनरपे¢ ğǑुट कȧ माğा तथा कुल Ǔनरपे¢ ğǑुट को कुल 
अनमुाǓनत मूãय से भाग देकर सापे¢ ğǑुट अनमुाǓनत कर लȣ जाती है । 
कुल Ǔनरपे¢ ğǑुट = औसत Ǔनरपे¢ ğǑुट X N 

 कुल Ǔनरपे¢ ğुǑट =  
औसत Ǔनरपे¢ ğुǑट X N

e  

(ख) डा बाउले 2  के अनसुार – जब ğǑुट अͧभनत होती है तो अĒांͩकत सूğ ɮवारा उसका 
Ǔनरपे¢ माप ͩकया जाता है – 

 

कुल Ǔनरपे¢ ğǑुट = 2
3

 

औसत Ǔनरप¢े ğǑुट
√୒  

 

कुल सापे¢ ğǑुट £ात करने के ͧलए कुल Ǔनरपे¢ ğǑुट को अनमुाǓनत मूãय से भाग दे 
देना चाǑहए । 
उदाहरण (Illustration) – 
Ǔनàन कथनɉ कȧ समी¢ा कȧिजए – 
Comment on the following statements: 

(i) एक मǑहला ने अपनी उĨ 24 वष[ बताई जबͩक ͪववाह हु ए 10 वष[ बताए । उनके 
पǓत ने प×नी कȧ उĨ 28 वष[ बताई और ͪववाह हु ए 10 वष[ बताए । 
10 years back. Her husband told her age to be 208 years and 
told that Their marriage took place 10 years back. 

(ii) एक गǑृहणी ने अपने पǓत को बाजार से कमीज के बटन लाने को कहा । 12 बटनɉ 
कȧ आवæयकता थी पǓत महोदय जो सांिÉयक ने उपसाधन कȧ सवȾ×तम ͪवͬध लगाकर 
Ǔनकटतम आधार पर 10 बटन Đय ͩकए । गǑृहणी नाराज थी । 
A housewife asked her husband to bring shirt buttons from the 
market. 12 buttons were required. The husband, who happened to 
be a statistician, applied the best method of approximation and 
purchased on nearest basis 10 buttons. The house wife was 
angry. 

(iii) जयपरु से Ǒदãलȣ कȧ दरूȣ मीटरɉ मɅ मापी गई । 
The distance between Jaipur to Delhi was measured in meters. 

(iv) एक परȣ¢ाथȸ ने Ĥæन–पğ हल करने हेत ुसमय को अंकɉ के आधार पर ͪवभािजत 
ͩकया। उसने। अगले पणू[ ͧमनट तक उपसाधन कर Ĥ×येक Ĥæन हल करने का Ĥय×न 
ͩकया । अÛत मɅ कुछ Ĥæन छूट गए । 
An examinee distributed the time available for solving a question–
paper as per the marks allotted. He tried to solve every question 
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by approximating to the next minute in round figures. In the last, 
some questions remained unattempt. 
हल – 

(i) पǓत ने प×नी कȧ जो उĨ बताई है वह अͬधक उपयÈुत लगती है, Èयɉͩक मǑहला ɮवारा 
बताई गई उĨ के अनसुार ͪववाह कȧ उस 14 वष[ आती है जो उͬचत Ĥतीत नहȣ ंहोती। 
समकंɉ के सàपादन करत ेसमय सचूनाओं कȧ शुƨता का Úयान रखना आवæयक है । 
सàपादन कर यह सूचना शुƨ करनी होगी ।  

(ii) यहा ं उपसाधन करने कȧ कोई आवæयकता हȣ नहȣ ंथी और अगर करना हȣ था तो 
अगलȣ दहाई तक । 

(iii) Ǔनकटतम पणूाɍक तक उपसाधन ͪवͬध सवȾ×तम है लेͩकन ͩकस सीमा तक उपसाधन 
करना है, यह पǐरिèथǓतयɉ पर Ǔनभ[र करता है । Ĥèतुत उदाहरण मɅ यह ͪवͬध 
अनपुयÈुत है । 

(iv) दो शहरɉ कȧ दरूȣ ͩकलोमीटर मɅ मापना हȣ उपयÈुत है । मीटर मɅ मापने से कोई 
Ĥयोजन ͧसƨ नहȣ ंहोगा ।  
इस Ĥकार उपसाधन करने से ͪवħम सचंयी ĤकृǓत का हो जाएगा । अत: अÛत मɅ 
समय कम पड़ना èवाभाͪवक है । Ǔनकटतम ͧमनट तक उपसाधन करने से संभवत: 
ऐसा नहȣ ंहोता Èयɉͩक ͪवħम ¢Ǔतपरूक होती । यǑद ͪपछले पणू[ ͧमनट तक उपसाधन 
ͩकया जाए तो सव[Įेçठ होगा । यɮयͪप ऐसी दशा मɅ भी संचयी ĤवǓृत का ͪवħम होगा 
लेͩकन उसमɅ कुछ समय कȧ बचत होगी ।  

6.8 ɮͪवतीयक समंकɉ का सàपादन (Processing of secondary 
data)  
ɮͪवतीय समंकɉ को सांिÉयकȧय ͪवæलेषण तथा Ǔनवा[चन के योÊय बनाने के ͧलए उनका 
अनसुÛधान कȧ आवæयकतानसुार सàपादन करना आवæयक होता है । सàपादन ɮवारा 
ɮͪवतीयक समंकɉ कȧ अशुͪƨयɉ, भलूɉ एव ंअǓनयͧमतताओं का पता लगाकर उनको दरू 
ͩकया जाता है । ɮͪवतीयक सामĒी के सàपादन ɮवारा उनकȧ ͪवæवसनीयता, अनकूुलता 
और पया[Üतता कȧ जांच कȧ जाती है । ɮͪवतीयक समकंɉ का सàपादन करने मɅ 
Ǔनàनͧलͨखत बातɉ का ͪवशेष Ǿप से Úयान रखना चाǑहए :– 
1 ɮͪवतीयक समंकɉ का उɮगम । 
2 उनके संकलन मɅ अपनायी गयी ͪवͬध । 
3 अनसुÛधान का उƧेæय व ¢ेğ और उसकȧ ĤकृǓत ।  
4 ͩकतने समय पवू[ अनसुÛधान ͩकया गया था । 
5 अनसुÛधानकता[ व Ĥगणकɉ कȧ योÊयता व ईमानदारȣ ।  
6 अनसुंधान मɅ ĤयÈुत इकाइयɉ कȧ पǐरभाषा । 
7 शुƨता का èतर । 
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8 ͪवͧभÛन èğोतɉ, ĤाÜत समंकɉ कȧ तुलना तथा परȣ¢ण । 
यǑद इन सभी बातɉ से ɮͪवतीयक समको कȧ जांच कर उनकȧ ͪवæवसनीयता Ĥमाͨणत 
हो जाए, तभी उनका Ĥयोग करना चाǑहए ।  

6.9 सारांश  
Ĥाथͧमक तथा ɮͪवतीयक रȣǓतयɉ ɮवारा संकͧलत समंकɉ मɅ Ĥाय: अनेक अशुͪƨया ँऔर 
अǓनयͧमतताएँ पाई जाती हɇ । समंकɉ का ͪवæलेषण व Ǔनव[चन करने से पवू[ यथासàभव 
उन ğǑुटयɉ कȧ जाँच करना ǓनताÛत आवæयक है ताͩक शुƨ समंकɉ के आधार पर सहȣ 
Ǔनçकष[ Ǔनकाले जा सकɅ  । 
Ĥाथͧमक समकंɉ का संकलन अͬधकांशत: अनसुूͬचयɉ या Ĥæनावͧलयɉ के आधार पर 
ͩकया जाता है । सूचकɉ कȧ लापरवाहȣ, ħम, उदासीनता और प¢पात के कारण अनेक 
Ĥæनɉ के उ×तर अèपçट, अपणू[ और ħमा×मक होते हɇ । कभी–कभी संकͧलत Ĥाथͧमक 
समकंɉ मɅ इतने अͬधक दोष आ जात ेहɇ ͩक उनका ͪवèततृ ͪवæलेषण करना असàभव 
हो जाता है । ऐसी िèथǓत मɅ ğǑुटपणू[ अनसुूͬचयɉ को अèवीकृत करके नये ͧसरे से 
Ĥाथͧमक अनसुंधान करना चाǑहए । 
सàपादन ĤͩĐया मɅ संगǓत के ͧलए सàपादन, एकǾपता कȧ जाँच, पणू[ता कȧ जाँच तथा 
पǐरशुƨता कȧ जाँच के ͧलए सàपादन ͩकया जाता है । 
समकं सàपादन मɅ पǐरशुƨता का èतर, सिÛनकटन कȧ माğा और सांिÉयकȧय ͪवħमɉ 
के ͪवæलेषण का समावेश ͩकया गया है । 
ɮͪवतीयक समंकɉ को ͪवæलेषण और Ǔनव[चन के योÊय बनाने के ͧलए उनका यथोͬचत 
सàपादन करना बहु त आवæयक होता है । सàपाǑदत ɮͪवतीयक सामĒी यǑद 
ͪवæवसनीय, सजातीय, पया[Üत और उपयÈुत हो तभी उसका Ĥयोग करना चाǑहए । 

6.10 पाǐरभाͪषक शÞद  
Ĥाथͧमक समंक : अनसुूͬचयɉ एव ंĤæनावͧलयɉ के आधार पर संकͧलत ͩकये गये 

समकं Ĥाथͧमक समंक कहलात ेहɇ । 
सàपादन : संकͧलत समंकɉ का धैय[ तथा आलोचना×मक Ǻिçटकोण से 

ͩकया गया सूêम परȣ¢ण, सàपादन कहलाता है । 
पणू[ पǐरशुƨता : ͩकसी तØय को ǒबãकुल यथाथ[ Ǿप मɅ Ĥèतुत करने से है ।  
सिÛनकटन अथवा उपसाधन : संÉयाओं को सरल और बुͪ ƨगàय बनाने के उƧेæय से उÛहɅ 

उनकȧ Ǔनकटतम सरल संÉया के Ǿप मɅ åयÈत करने से है। 
ͪवħम : समकंɉ के वाèतͪवक मूãय और अनमुाǓनत मूãय के अÛतर 

को ͪवħम कहत ेहɇ। 
मूल ͪवħम : समकं संकलन ĤͩĐया मɅ अनपुयÈुत सांिÉयकȧय इकाई, 

Ĥगणकɉ कȧ असावधानी, Ĥæनावलȣ दोष, ğǑुटपणू[ ĤǓतचयन 
ͪवͬध के कारण मूल ͪवħम उ×पÛन होत ेहɇ ।  
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Ĥèतर ͪवħम : गणना, मापन, ͪववरण, वगȸकरण, उपसाधन ͪवͬधयɉ मɅ 
अशुͪƨया ँहो जाने के कारण Ĥहèतन ͪवħम उ×पÛन होत ेहɇ। 

Ǔनव[चन ͪवħम : Ǔनçकष[ Ǔनकालत े समय अनसुंधानकता[ कȧ असावधानी, 
अͧभनǓत एव ंअनभुवहȣनता के कारण उ×पÛन होते हɇ । 

अͧभनत ͪवħम : Ĥगणकɉ अथवा सूचकɉ के प¢पात एव ंदोषपणू[ मापदÖडɉ के 
कारण उ×पÛन होते हɇ । 

Ǔनरपे¢ ͪवħम : वाèतͪवक मूãय तथा अनमुाǓनत मूãय का अÛतर है जो 
धना×मक अथवा ऋणा×मक हो सकता है ।  

 सापे¢ ͪवħम : Ǔनरपे¢ ͪवħम का अनमुाǓनत मूãय से अनपुात सापे¢ 
ͪवħम कहलाता है ।  

6.11 èवपरख Ĥæन 
1. ͪवæलेषण तथा Ǔनव[चन के ͧलए Ĥाथͧमक तथा ɮͪवतीय समकंɉ के सàपादन पर एक 

ǓनबÛध ͧलͨखए ।  
Write a note on the editing of primary and secondary data for 
purpose of analysis and interpretation. 

2. सांिÉयकȧय ͪवħम से आप Èया समझत ेहɇ? अशुͪƨ से वह कहा ँतक ͧभÛन है? उसका 
माप आप ͩकस Ĥकार करɅगे? 
What is a statistical error? How does it differ form a mistake? 
How would you measure it? 

3. शुƨता एव ंसिÛनकट पर संͯ¢Üत ǑटÜपणी ͧलͨखये 
Write a short note on Accuracy and Approximation. 

4. सांिÉयकȧय अनसुधंानɉ हेत ु ͩकस èतर कȧ पǐरशुƨता चाǑहए? उपसाधन कȧ ͪवͧभÛन 
ͪवͬधयɉ का उãलेख कȧिजए तथा सांिÉयकȧ मɅ उनकȧ उपयोͬगता बताइए । 
What standard of accuracy is needed for statistical investigation? 
State the various methods of approximation and their utility in 
statistics. 

5. सांिÉयकȧ मɅ उपसाधन के लाभɉ का उãलेख कȧिजए । सामाÛयत: Ĥ×येक सांिÉयकȧ 
अनसुÛधान मɅ पǐरशुƨता का èतर Èया होना चाǑहए? 
State the advantages of approximation in statistics. Ordinarily, what 
should be the degree of accuracy in every statistical investigation? 

6. “पणू[ पǐरशुƨता कȧ उपलिÞध सांिÉयकȧय मɅ शायद हȣ कभी होती है । उÈत कथन को 
समझाइए ।”  
“Perfect accuracy is very seldom obtained in statistics.” Explain the 
meaning of this statement. 
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7. सांिÉयकȧय अनसुÛधानɉ मɅ ͪवͧभÛन Ĥकार के ͪवħमɉ के उ×पÛन होने कȧ सàभावना 
का ͪववेचन करो और बताओ उÛहɅ ͩकस Ĥकार दरू या ठȤक ͩकया जा सकता है? 
Discuss the various types of errors likely to creep into statistical 
investigation and suggest how to avoid or correct them. 

8. सांिÉयकȧय ͪवħम Èया हɇ? उनके ͪवͧभÛन Ĥकार कौन–से हɇ? वे ͩकस Ĥकार अशुͪƨयɉ 
से ͧभÛन है?  
What are statistical errors? What are their various kinds? How 
they differ from mistakes? 

9. सांिÉयकȧय ͪवħम Èयɉ उ×पÛन होत े हɇ? यǑद संकͧलत समकंɉ मɅ अपया[Üतता तथा 
Ĥहèतन ͪवħम हɉ तो ͪवæलेषण तथा Ǔनव[चन से पवू[ उÛहɅ ͩकस Ĥकार दरू करोगे। 
Why do statistical errors arise? If there are errors of inadequacy 
and manipulation in the collected data, how would you eliminate 
them before analysis and interpretation? 

10. अͧभनत तथा अनͧभनत ͪवħम मɅ आप ͩकस Ĥकार भेद करɅगे? अͧभनत और 
अनͧभनत ͪवħमɉ को Ǔनरपे¢ तथा सापे¢ दोनɉ Ĥकार से अनमुाǓनत करने कȧ ͪवͧभÛन 
रȣǓतयɉ का ͪववेचना कȧिजए । 
How would you distinguish between and unbiased errors? Discuss 
the various methods of estimating biased and unbiased errors both 
absolutely and relatively. 

11. सांिÉयकȧय ͪवħम पर ǑटÜपणी ͧलͨखये । 
Write a short note on Statistical Errors. 

6.12 उपयोगी पुèतकɅ   
1. शमा[, जैन, पारȣक : åयावसाǓयक सांिÉयकȧ 
2. कैलाश नाथ नागर : सांिÉयकȧ के मूल त×व 
3. यादव, जैन, ͧम×तल : åयावसाǓयक सांिÉयकȧ 
4. S.P. Gupta : Statistical Methods 
5. Sancheti, Kapoor : Statistics (Theory Methods & 

Application) 
6. D.N. Elhance  : Fundamentals of Statistics 
7. Garg, Sharma, Jain, Pareek : Business Statistics 
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इकाई –7 : समंकɉ का ͬचğमय एव ं ǒबÛदरेुखीय Ĥदश[न 
(Diagrammatic and Graphic Presentation 
of Data) 

इकाई कȧ Ǿपरेखा : 
7.0 उƧेæय 
7.1 Ĥèतावना 
7.2 ͬचğमय Ĥदश[न कȧ उपयोͬगता ͬचğɉ कȧ पǐरसीमाएँ 
7.3 ͬचğ संरचना के सामाÛय Ǔनयम  
7.5 ͬचğɉ के Ĥकार 

7.5.1 एक–ͪवमा ͬचğ 
7.5.2 ɮͪव–ͪवमा ͬचğ 
7.5.3 ǒğ–ͪवमा ͬचğ 
7.5.4 ͬचğ–लेख 
7.5.5 मानͬचğ 

7.6 समकंɉ के ǒबÛदरेुखीय Ĥèतुतीकरण कȧ उपयोͬगता  
7.7 ǒबÛद ुरेखा के काय[  
7.8 ǒबÛदरेुखीय Ĥदश[न के लाभ  
7.9 ǒबÛदरेुखीय Ĥदश[न के दोष  
7.10 ǒबÛद ुरेखा ͬचğɉ कȧ संरचना  
7.11 रेखाͬचğ बनाने के Ǔनयम 
7.12 रेखाͬचğɉ के Ĥकार 

7.12.1 काͧलक–ͬचğ 
7.12.2 आवǓृत ͬचğ 

7.13 साराशं 
7.14 पाǐरभाͪषक शÞद 
7.15 ǓनबÛधा×मक Ĥæन 
7.16 åयावहाǐरक Ĥæन 
7.17 संदभ[ ĒÛथ 

7.0 उƧेæय 
इस इकाई का अÚययन करने के पæचात ्आप इस योÊय हो सकɅ गे ͩक – 

 समकंɉ के ͬचğमय एव ंǒबÛदरेुखीय Ĥदश[न कȧ आवæयकता समझ सकɅ  । 
 ͬचğमय एव ं ǒबÛदरेुखीय Ĥदश[न करने के Ǔनयमɉ को समझ कर उनका åयावहाǐरक 

उपयोग कर सकɅ  । 
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 Ǒदए गए सांिÉयकȧय समंकɉ के आधार पर उपयÈुत ͬचğ अथवा Ēाफ का Ǔनमा[ण कर 
सकɅ । 

 पğ, पǒğकाओं मɅ Ǒदए गए ͬचğɉ तथा रेखाͬचğɉ को समझ सकɅ  तथा उनका ͪवæलेषण 
कर सकɅ  । 

7.1 Ĥèतावना 
बड़ ेसमकं समूहɉ के अथ[ को सरल, èपçट एव ं åयापक Ǿप से समझने मɅ सहायता 
करना सांिÉयकȧय ͪव£ान का एक Ĥमुख काय[ है । इस काय[ का Ǔनçपादन करने के 
ͧलए अनेक सांिÉयकȧय ͪवͬधयɉ का Ĥयोग ͩकया जाता है, िजनमɅ से समकंɉ का 
ͬचğमय एव ं ǒबÛदरेुखीय Ĥदश[न एक मह×वपणू[ Ǻिçटगत ͪवͬध (Visual Method) है 
। नीरस समकंɉ को ͬचğɉ तथा रेखाͬचğɉ के माÚयम से Ĥदͧश[त करके उÛहɅ अथ[पणू[ 
तथा रोचक और उनकȧ ͪवशेषताओं को èपçट बनाया जा सकता है । ͪवͧभÛन Ĥकार के 
समकंɉ को Ĥèतुत करने मɅ इनका Ĥयोग अ×यÛत Ĥभावी रहता है । ͩकसी Ǻæय का 
फोटो उसके शािÞदक ͪववरण से अͬधक Įेçठ होता है, उसी Ĥकार आंͩकक तØयɉ का 
Ĥदश[न उनकȧ ͪवशेषताओं को अͬधक Įेçठ Ǿप मɅ èपçट करता है। उͬचत Ĥकार से 
बनाये गये ͬचğ अथवा रेखाͬचğ जानकारȣ को आसानी से समझने योÊय बना देते हɇ, 
जबͩक समकंा×मक सारणी के ͪववरणɉ मɅ उसे ढंूढना कǑठन हो जाता हɇ ͬचğɉ के 
माÚयम से सांिÉयकȧय तØयɉ का Ĥदश[न करने कȧ कला संÉयाशाèğी कȧ एक 
मह×वपणू[ उपलिÞध है । सबसे पहले ͬचğमय Ĥदश[न का अÚययन करɅगे । इसके बाद 
ǒबÛदरेुखीय Ĥèतुतीकरण कȧ जानकारȣ ĤाÜत करɅगे । 

7.2 ͬचğमय Ĥदश[न कȧ उपयोͬगता (Utility of Diagrammatic 
Presentation) 
बाउले के अनसुार, “संÉयाओं कȧ कोई भी सूची, जैसे–जैसे उसकȧ लàबाई बढ़ती जाती 
है, कम Ēाéय होती जाती है । दस संÉयाओं कȧ Įेणी को सरलता से समझा जा 
सकता है, स×तर संÉयाओं कȧ Įेणी को Ĥय×न करने पर, जबͩक एक सौ लगातार वषɟ 
कȧ संÉयाओं कȧ छपी सूची हमारे मिèतçक पर कोई भी Ĥभाव नहȣ ंछोड़ती, हम उनसे 
कुछ भी Ǔनçकष[ नहȣ ं Ǔनकाल सकते।” सांिÉयकȧय सामĒी का ͬचğɉ, रेखागͨणतीय 
आकृǓतयɉ आǑद से Ĥदश[न इस कǑठनाई को सुगम कर देता है । एक सुरͬचत ͬचğ 
नेğɉ तथा मिèतçक दोनɉ को भला लगता है, Èयɉͩक वह åयावहाǐरक, èपçट तथा ऐसे 
åयिÈतयɉ के ͧलए भी जो Ĥदश[न–ͪवͬध से भी पǐरͬचत नहȣ ं हɇ, सरलता से समझने 
योÊय होता है । ͬचğ सांिÉयकȧय तØयɉ को नवीन अथ[ Ĥदान नहȣ ंकरत,े बिãक उनको 
अͬधक èपçट व सरल Ǿप मɅ Ĥèतुत करत ेहɇ । ͪवशेषकर उन åयिÈतयɉ को, िजÛहɅ 
सांिÉयकȧय ͪवͬधयɉ का £ान नहȣ ंहोता है, ͬचğ तØयɉ को समझाने मɅ सहायक होत ेहɇ 
। 



(118) 
 

समकंɉ कȧ सारणी का गहन अÚययन करना एक सामाÛय åयिÈत के ͧलए थकाने वाला 
और ħम उ×पÛन करने वाला ढंग है । सांिÉयकȧय तØयɉ का ͬचğमय ǓनǾपण आंखɉ 
के माÚयम से मिèतçक पर Ĥभाव डालता है । उदाहरणाथ[, ǒबĐȧ तथा लागत कȧ 
Ĥविृ×तयɉ का Ĥदश[न करने वाले सुरͬचत ͬचğ, महȣनɉ कȧ इनसे संबिÛधत अंकɉ के 
अÚययन कȧ अपे¢ा, कम समय व Ĥय×न से उɮयोगपǓत को उस उɮयोग कȧ ĤगǓत के 
बारे मɅ समझा सकत ेहɇ । संÉयाशाèğी भी संकͧलत तØयɉ के ͪवतरण कȧ रचना जानने 
के ͧलए ͬचğɉ का उपयोग करता है, Èयɉͩक ͪवतरण कȧ ĤकृǓत £ात हो जाने के 
पæचात ्यह Ǔनæचय ͩकया जा सकता है ͩक सांिÉयकȧय ͪवæलेषण कȧ ͩकस ͪवͬध को 
अपनाया जाये? ͬचğɉ से तØयɉ को एक नजर मɅ समझने से उनकȧ उपयोͬगता èपçट 
हो जाती है । अंकɉ को जब ͬचğɉ ɮवारा åयÈत ͩकया जाता है तो वे आकष[क बन 
जात ेहɇ । अÛय शÞदɉ मɅ, नीरस अंकɉ से भरे पçृठ ͬचğीय भाषा मɅ अनǑुदत हो जाने 
पर èपçट भाषा मɅ अथɟ को åयÈत करत ेहɇ । यहȣ नहȣ,ं सांिÉयकȧय गणनाओं कȧ 
ğǑुटयɉ का पता लगाने मɅ भी ͬचğ मह×वपणू[ साधन होत ेहɇ । अत: ͬचğीय Ĥदश[न का 
सांिÉयकȧय ͪवͬधयɉ मɅ मह×वपणू[ èथान है, इसके कारण Ǔनàनͧलͨखत है :– 

1 आकष[क एव ंĤभावी (Attractive and Impressive) – ͬचğ आकष[क होत ेहɇ तथा 
मानव–मिèतçक पर èथायी Ĥभाव डालत ेहɇ । साधारण åयिÈत जो एक ͧमनट भी नीरस 
अंकɉ को समझने मɅ नहȣ ंलगाना चाहेगा उÛहȣ ंसमंकɉ के Ĥदश[न करने पर ͪवͧभÛन 
रंगɉ से उन ͬचğɉ मɅ उसका Úयान अनायास आकͪष[त हो हȣ जायेगा । ͬचğ 
अवलोकनकता[ के मिèतçक पर दबाव नहȣ ंडालत े। आकष[क होने के कारण ͬचğɉ का 
Ĥचार (Propaganda) काफȧ होता है । सामाÛय åयिÈत जो समकंɉ के जाल मɅ 
उलझना नहȣ ंपसÛद करेगा, ͬचğɉ का Ǿͬच के साथ अवलोकन करता है और उनसे 
जानकारȣ ĤाÜत करता है । 

2 तØयɉ को सरल व बुͪ ƨगàय बनाना (To make data simple and intelligible) 
ͬचğɉ मɅ तØयɉ को सरल व बुͪ ƨगàय बनाने का गणु होता है । ͬचğɉ से जǑटल समंक–
समूहɉ कȧ समèत ͪवशेषताएं èपçट हो जाती है । 

3 तुलना मɅ सहायक (To make comparison possible) ͬचğɉ का एक Ĥमुख 
उƧेæय, तुलना करना सàभव व सरल बनाना है । Ǔनरपे¢ Ǿप से समकंɉ कȧ तुलना 
अͬधक èपçट नहȣ ंहोती, परÛत ु ͬचğीय Ĥदश[न से तुलना करना सरल हो जाता है । 
उदाहरणाथ[, मूãय–वृͪ ƨ के समकं सामाÛय åयिÈत को अͬधक èपçट नहȣ ंहɉगे, परÛत ु
इनको ͬचğ ɮवारा èपçट करने पर, यह तुलना कȧ जा सकती है ͩक पहले कȧ अपे¢ा 
मूãयɉ मɅ ͩकतनी वृͪ ƨ हु ई? 

4 समय व Įम कȧ बचत (Saving of Time and Labour) ͬचğɉ ɮवारा Ĥदͧश[त 
समकंɉ को समझने मɅ समय व Įम कȧ बचत होती है । मिèतçक पर अͬधक भार 
डाले ǒबना हȣ उनकȧ ͪवशेषताओं को समझ ͧलया जाता है । िजन समकंɉ कȧ 
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ͪवशेषताओं को समझने मɅ घÖटɉ लगɅगे उनके ͬचğीय Ĥदश[न से उÛहɅ ͧमनटɉ मɅ समझा 
जा सकता है । 

5 åयापक उपयोͬगता (Universal Utility) समंकɉ के ͬचğीय Ĥदश[न कȧ ͪवͬध का 
åयापक Ĥयोग होता है । आͬथ[क, åयापाǐरक, शासकȧय, सामािजक तथा अÛय ¢ेğɉ मɅ 
ͬचğɉ ɮवारा समंकɉ के Ĥदश[न का Ĥचलन पया[Üत Ǿप से होता है । 

6 अͬधक जानकारȣ देना (More Information) एक ͬचğ सारणीबƨ समकंɉ से अͬधक 
जानकारȣ Ĥदͧश[त करता है । वह समंकɉ मɅ ͪवɮयमान Ĥविृ×त (trend) तथा ͩकस 
Ĥकार Ĥविृ×त मɅ पǐरवत[न होता है, भी èपçट करता है । यɮयͪप यह जानकारȣ समकं 
सारणी मɅ भी ǓनǑहत होती है, परÛत ुउनसे Ĥविृ×त का पता लगाना कǑठन तथा समय 
खपाने वाला काय[ होता है ।  

7.3 ͬचğɉ कȧ पǐरसीमायɅ (Limitations of Diagrams)  
सांिÉयकȧय ͬचğɉ कȧ कुछ पǐरसीमायɅ भी हɇ िजनके कारण उनका Ĥयोग अ×यÛत 
सावधानी से करना चाǑहए । मोरोन ने ठȤक हȣ कहा है 'ͩकसी ͬचğ का अÚययन करने 
मɅ पणू[ सजग (सावधान) रहना लाभĤद होता है । वह (ͬचğ) इतना सरल, Ǔनçकपट 
और आकष[क लगता है ͩक लापरवाह åयिÈत आसानी से मूख[ बन जाता है ।’ ͬचğमय 
Ĥदश[न कȧ Ǔनàनͧलͨखत Ĥमुख पǐरसीमायɅ हɇ – 

1. सीͧमत पǐरशुƨता (Limited Accuracy) – सांिÉयकȧय ͬचğɉ कȧ शुƨता सीͧमत होती 
है । वाèतव मɅ, ͬचğɉ ɮवारा यथाथ[ संÉया×मक Ĥदश[न सàभव नहȣ ंहै । वे सिÛनकट 
मूãयɉ (Approximate values) पर आधाǐरत होत े हɇ । अत: वे तØयɉ का शुƨ 
ͪववेचन नहȣ ंकरत े। 

2. अनपुयÈुतता (Unsuitability) – ͬचğɉ कȧ सहायता से ͪवͧभÛन मूãयɉ का सूêम 
अÛतर Ĥदͧश[त करना असàभव है । उदाहरणाथ[, 9210 और 9350 का अÛतर ͬचğɉ 
ɮवारा èपçट नहȣ ंͩकया जा सकता चाहे मापदÖड कुछ भी रखा जाए । 

3. सीͧमत तुलनीयता (Limited Comparability) – ͬचğɉ ɮवारा सहȣ तुलना×मक 
अÚययन के ͧलए यह आवæयक है ͩक समकं दो या दो से अͬधक हɉ परÛत ुवे èवभाव 
मɅ सजातीय हो अÛयथा ħमा×मक Ǔनçकष[ ǓनकलɅगे । ͪवͧभÛन गणुɉ के आधार पर बने 
ͬचğ अतुलनीय होते हɇ । 

4. बहु गणुी Ĥदश[न मɅ कǑठनाई (Difficulty in multiple representation) – ͬचğɉ के 
Ǿप मɅ बहु गणुी सचूनाएं Ĥदͧश[त नहȣ ंकȧ जा सकती ं। इस Ĥकार कȧ बहु गणुी सूचनाएं 
बहु गणुी सारͨणयɉ के Ǿप मɅ åयÈत कȧ जा सकती हɇ । 

5. दǾुपयोग (Misuse) – ͬचğɉ का सरलता से दǾुपयोग हो सकता है । गलत माप–दÖड 
से बने ͬचğ ħमा×मक होत ेहɇ । ͪव£ापन आǑद मɅ इनका अ×यͬधक दǾुपयोग ͩकया जा 
सकता है । 
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6. सारͨणयɉ के èथानापÛन नहȣ ं (No substitutes of tables) – ͬचğ Ǔनçकष[ 
Ǔनकालने का एक साधन है िजसका Ĥयोग सारͨणयɉ के साथ–साथ करना, चाǑहए । 
केवल ͬचğɉ से हȣ यथाथ[ पǐरणाम नहȣ ंǓनकाले जा सकत े। वाèतव मɅ, ͬचğ सारͨणयɉ 
के अनपुरूक हɇ, èथानापÛन नहȣ।ं  

7.4 ͬचğ–संरचना के सामाÛय Ǔनयम (General Rules for 
making Diagram)  
ͬचğमय ǓनǾपण सारणी को èपçट एव ंसमझने योÊय बनाने कȧ सरल एव ंĤभावी ͪवͬध 
है । इसका कारण यह है ͩक अͬधकाशं åयिÈतयɉ कȧ याददाæत फोटोĒाͩफक अथवा 
Ǻिçटगत (photographic or visual memory) होती है । वे ͬचğाकृǓतयɉ मɅ Ĥèतुत 
तØयɉ को, अÛय ͩकसी Ǿप मɅ, Ĥèतुत तØयɉ कȧ अपे¢ा, अͬधक समय तक याद बनाये 
रख सकत ेहɇ । इसͧलए यह भी आवæयक है क़द Ĥदश[न सरल व èपçट हो और उसमɅ 
असàबिÛधत ͪववरणɉ का समावेश न हो । समंक समूहɉ को ͬचğɉ के माÚयम से 
ͬचğीय Ĥभाव (pictorial effect) Ĥदान ͩकया जाता हɇ ͬचğɉ कȧ रचना करना एक 
कला है, िजसको åयवहार से हȣ ĤाÜत ͩकया जा सकता है, परÛत ुकुछ सामाÛय Ǔनयमɉ 
के पालन से उनको अͬधक Ĥभावशील बनाने मɅ योगदान ͧमलता हɇ ये सामाÛय Ǔनयम 
Ǔनàनͧलͨखत है :– 

1 आकष[क (Attractive) – ͬचğ आकष[क व èवÍछ होने चाǑहए, िजससे अनायास हȣ 
लोगɉ का Úयान उनकȧ ओर ͨखचं जाये । उनको Ǔनहारना आंखɉ को भला लगना चाǑहए 
। 

2 शुƨता (Accuracy) – ͬचğɉ के बनाने मɅ िजन Ïयॉͧमतीय आकृǓतयɉ का Ĥयोग ͩकया 
जाये उनकȧ माप ǒबãकुल शुƨ एव ंअनपुात के Ǒहसाब से होनी चाǑहए । आकष[ण के 
ͧलए शुƨता का पǐर×याग नहȣ ंकरना चाǑहए । अशुƨ माप से ħमा×मक Ǔनçकष[ Ǔनकाले 
जायɅगे । 

3 आकार (Size) – ͬचğ का आकार कागज के अनसुार होना चाǑहए । ͬचğ न तो बहु त 
बड़ा होना चाǑहए और न बहु त छोटा हȣ । सामाÛयत: ͬचğ का आकार इतना बड़ा होना 
चाǑहए ͩक समकंɉ कȧ मह×वपणू[ ͪवशेषताओं का Ĥदश[न हो सके । ͬचğ कागज के मÚय 
मɅ होना चाǑहए तथा उसके चारɉ और मोटȣ रेखाएं खींचने से उनकȧ सुÛदरता बढ़ जाती 
है। 

4 शीष[क (Heading) – Ĥ×येक ͬचğ के ऊपर उͬचत परÛत ुèपçट व संͯ¢Üत शीष[क 
Ǒदया जाना चाǑहए । शीष[क मɅ इस बात का पता लग जाना चाǑहए ͩक ͬचğ ͩकन 
तØयɉ को Ĥदͧश[त करता है। आवæयकता हो तो उपशीष[क भी Ǒदया जाना चाǑहए । 
शीष[क मɅ समंकɉ कȧ इकाई का उãलेख भी होना चाǑहए ।  

5 मापदÖड (Scale) – ͬचğ मापदÖड Ǔनधा[ǐरत करने मɅ इसका ͪवशेष Úयान रखा जाना 
चाǑहए ͩक आवæयक ͪववरणɉ व उनकȧ ͪवशेषताओं का भलȣ भांǓत èपçटȣकरण हो सके। 
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कागज के आकार तथा समंकɉ कȧ ĤकृǓत के आधार पर मापदÖड का उãलेख ͬचğ के 
एक कोने मɅ ͩकया जाना चाǑहए । 

6 ͬचğ खीचंना (Drawing) – Ĥभावशालȣ बनाने के ͧलए Ĝाइंग–उपकरणɉ (Drawing 
Instruments) के ɮवारा शुƨ तथा èवÍछ ͬचğ बनाना चाǑहए । Ǔनधा[ǐरत मापदÖड 
का पणू[त: पालन ͩकया जाना चाǑहए । रंगɉ का Ĥयोग, ǒबÛदओंु तथा ͬचÛहɉ से ͬचğ के 
ͪवभागɉ का भरना आǑद का उͬचत Úयान रखा जाना चाǑहए । ͬचğ मɅ कहȣ ंभी दाग–
धÞबे नहȣ ंहोने चाǑहए । 

7 संकेत (Index) – ͬचğ मɅ ĤयÈुत रंगɉ अथवा ͬचÛहɉ ɮवारा ͩकन–ͩकन तØयɉ का 
Ĥदश[न ͩकया गया है, यह ͬचğ के ऊपर एक कोने मɅ Ǒदया जाना चाǑहए । पǐरचय के 
ͧलए संकेत देना आवæयक हो जाता है ।  

8 उपयÈुत ͪवͬध का चुनाव (Selection of Right Method) – समंकɉ का ͬचğɉ के 
माÚयम से Ĥदश[न करने के ͧलए ͪवͧभÛन Ĥकार के ͬचğɉ को बनाया जाता है । ͩकन 
समकंɉ को ͩकस Ĥकार के ͬचğɉ ɮवारा Ĥदͧश[त ͩकया जाये, यह एक सांिÉयकȧय 
तकनीक हɇ उͬचत ͬचğ का चुनाव समकंɉ कȧ ĤकृǓत, Ĥदश[न का उƧेæय, Ûयनूतम तथा 
अͬधकतम मूãयɉ आǑद पर Ǔनभ[र करता है । जहां तक सàभव हो ͬचğ समतल होने 
चाǑहए, यɮयͪप ¢ैǓतज ͬचğ भी बनाये जा सकत े हɇ उपयÈुत ͪवͬध के चुनाव के 
सàबÛध मɅ सी.डÞãय.ू लोवे (C.W.Lowe) ͧलखत ेहɇ : “सदैव इस मह×वपणू[ बात को 
Úयान मɅ रखना चाǑहए ͩक ͩकसी भी िèथǓत का ͬचğमय ǓनǾपण सहȣ सàबÛधɉ को 
दशा[ये और उͬचत Ǔनçकष[ इंͬगत करे । अनुͬ चğ ͬचğ का उपयोग तØयɉ का गलत 
Ĥदश[न कर सकता है और दश[क को गमुराह कर सकता है । सवȾपǐर बात यह है ͩक 
ͬचğ ईमानदार होना चाǑहए ।” 

9 Ĥदश[न (Presentation) – उन मौͧलक समकंɉ को, िजनके आधार पर ͬचğ बनाया 
गया है, उÛहɅ यथासàभव ͬचğ के साथ अथवा उसके Ǔनकट देने का Ĥय×न ͩकया जाना 
चाǑहए । समकंɉ तथा उनके आधार पर बने ͬचğ का साथ अवलोकन करने पर 
गलतफहमी कȧ सàभावना कम हो जाती हɇ । 

10 ͧमतåयǓयता (Economy) – ‘अवलोकनकता[ िजस शीēता एव ंसरलता से ͬचğ को 
समझ कर उसका स×य Ǔनव[चन करता है’, यह ͬचğमय ǓनǾपण कȧ Įेçठता कȧ कसौटȣ 
है । ͬचğ बनाने मɅ साधन एव ंशिÈत का ͧमतåयǓयता पणू[ उपयोग होना चाǑहए । 
एक उ×तम ͬचğ के आवæयक गणु (Essential requisites of a good 
diagram): एक उ×तम व आकष[क ͬचğ बनाने के ͧलए उसके कला×मक तथा 
व£ैाǓनक पहलुओं को Úयान मɅ रखना आवæयक होता है । सावधानी से बनाया गया 
ͬचğ, यǑद उͬचत Ǿप मɅ न बनाया गया तो उसकȧ ओर Úयान आकͪष[त नहȣ ंहोगा, 
और उसकȧ रचना मɅ åयय, Įम व धन åयथ[ जायेगा । इसके ͪवपरȣत, यǑद कला×मक 
ढंग से कोई ͬचğ बनाया जाये परÛत ुउसकȧ माप आǑद गलत हो तो उससे ħमा×मक 
Ǔनçकष[ Ǔनकाले जायɅगे । ͬचğ का Įेçठ Ǻिçटगत Ĥभाव पड़ना चǑहए । ͬचğ अͬधक 
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जǑटल अथवा गलत ͬचǒğत नहȣ ंहोने चाǑहए, अÛयथा दश[कɉ पर वांǓछत Ĥभाव नहȣ ं
पड़ेगा। ͬचğ का ͫडजाइन सरल होना चाǑहए तथा जहा ंआवæयक हो, तुलनाओं का 
Ĥदश[न ͩकया जाना चाǑहए । 

7.5 ͬचğɉ के Ĥकार (Kind of Diagram) 

7.5.1 एक–ͪवमा ͬचğ (One–Dimensional Diagrams) 

एक ͪवमा ͬचğ उन ͬचğɉ को कहत ेहɇ िजÛहɅ बनाने मɅ केवल एक हȣ ͪवèतार– ऊँचाई 
का Ĥयोग ͩकया जाता है । ये ͬचğ (lines) या दÖड–ͬचğɉ (bar diagrams) के Ǿप 
मɅ होत ेहɇ । ͪवͧभÛन इकाइयɉ के माप के आधार पर रेखाओं या दÖड–ͬचğɉ कȧ ऊंचाई 
रखी जाती है । दÖड–ͬचğɉ मɅ चौड़ाई भी Ĥदͧश[त कȧ जाती है, परÛत ुसभी ͬचğɉ कȧ 
समान चौड़ाई होने के कारण उसका कोई Ĥभाव नहȣ ंपड़ता और मापदÖड से सàबÛध 
भी नहȣ ंहोता । 
एक ͪवèतार वाले ͬचğ Ǔनàन Ĥकार के होते हɇ – 

1 रेखा ͬचğ (Lines Diagrams) – यǑद एक तØय से सàबिÛधत पद–मूãयɉ कȧ संÉया 
अͬधक हो तथा Ûयनूतम व अͬधकतम मूãयɉ का अनपुात कम हो तो एक उͬचत 
मापदÖड के अनसुार Ĥ×येक मूãय के बराबर लàबाई कȧ खड़ी या उदĒ (vertical) रेखा 
खींची जाती है । रेखाओं के बीच मɅ समान अÛतर रखा जाता है । रेखा–ͬचğ से अͬधक 
संÉया मɅ Ǒदये गये मूãयɉ का तुलना×मक अÚययन हो जाता है, परÛत ुचौड़ाई न होने 
के कारण इनमɅ ͪवशेष आकष[ण नहȣ ंहोता। 
उदाहरण (Illustration) – 
Represent the following data by a suitable diagram: 
Ǔनàनांͩकत आंकडɉ का एक उͬचत ͬचğ ɮवारा Ĥèतुत कȧिजए ।  

X f x f x f x f 
6 2 12 45 18 42 24 15 
7 6 13 36 19 46 25 11 
9 22 15 54 21 30 27 10 
10 12 16 53 22 25   
11 19 17 50 23 17   
      Total 600 

हल (Solution) – 
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2 सरल दÖड–ͬचğ (Simple Bar Diagram) – पद मूãयɉ के अनपुात मɅ ऊँचाई (या 

लàबाई) तथा समान चौड़ाई वाले ͬचğ सरल दÖड ͬचğ कहलात े हɇ । इन ͬचğɉ मɅ 
बराबर अÛतर रखा जाता है । åयिÈतगत मूãयɉ, कालĮेणी तथा èथानानसुार समकंĮेणी 
के Ĥदश[न के ͧलए दÖड–ͬचğ ͪवशेष Ǿप से उपयÈुत होत ेहɇ । सरल दÖड ͬचğ बनाने 
के ͧलए सबसे अͬधक मूãय के आधार पर उͬचत मापदÖड Ǔनिæचत कर ͧलया जाता है 
। ͩफर सभी दÖड इस पमैाने के अनसुार बनाये जात ेहɇ । अͬधक आकष[क बनाने के 
ͧलए इनमɅ रंगɉ का Ĥयोग ͩकया जाता है । ये उदĒ (खड़)े तथा ¢ैǓतज (पड़)े – दोनɉ 
Ĥकार से बनाये जा सकत ेहɇ, परÛत ुउदĒ दÖड ͬचğɉ का अͬधक Ĥयोग ͩकया जाता है 
। 
उदाहरण (Illustration) 
भारतीय जनसंÉया के Ǔनàनांͩकत आंकड़ɉ को उपयÈुत ͬचğ ɮवारा Ĥदͧश[त कȧिजए– 
Represent the following data regarding India’s population by a 
suitable diagram– 

वष[ Year जनसंÉया (करोडɉ मɅ) Population in Crores 
1931 27.9 
1941 31.9 
1951 36.1 
1961 43.9 
1971 54.8 
1981 68.3 
1991 84.6 
2001 102.7 

हल (Solution) – 
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अͬधकतम संÉया 102.7 करोड़ है, अत: 1 cm. = 20 करोड़ का मापदÖड उपयÈुत 
रहेगा। Ĥ×येक वष[ कȧ संÉया को 20 से भाग Ǒदया जायेगा और इस Ĥकार ĤाÜत मूãय 
के बराबर सेÛटȣमीटर कȧ ऊँचाई का दÖड–ͬचğ खींचा जायेगा । 

 
3 बहु गणुी दÖड–ͬचğ (Multiple Bar Diagram) – दो या दो से अͬधक सàबिÛधत अंक 

समूहɉ कȧ समय या èथान के आधार पर तुलना करने के ͧलए बहु गणुी या बहु दÖड–
ͬचğɉ का Ĥयोग ͩकया जाता है । एक èथान या समय से सàबिÛधत ͪवͧभÛन समूहɉ 
के दÖड–ͬचğ एक दसूरे से ͧमलाकर बनाये जात ेहɇ । ͩफर थोड़ा ǐरÈत èथान छोडकर 
दसूरे èथान अथवा समय के दÖड ͬचğ बनाये जात ेहɇ । ͪवͧभÛन तØयɉ को Ĥदͧश[त 
करने वाले दÖडɉ को अलग–अलग ͬचÛहɉ ɮवारा अंͩकत ͩकया जाता है । दो समूहɉ तथा 
तीन समूहɉ को Ĥदͧश[त करने वाले बहु गणुी दÖड–ͬचğ Đमश: यगुल दÖड–ͬचğ (double 
bars) और ǒğदÖड ͬचğ (triple bars) कहलात ेहɇ । 

4 अÛतͪव[भÈत दÖड–ͬचğ (Sub–divided Bar Diagram) – जब समंकɉ के जोड़ तथा 
उनके ͪवͧभÛन ͪवभागɉ (sub–divisions) का Ĥदश[न करना हो तो अÛतͪव[भÈत दÖड 
ͬचğɉ का Ĥयोग ͩकया जाता है । इÛहɅ संघटक दÖड–ͬचğ (component bar 
diagrams) भी कहत ेहɇ । इन ͬचğɉ ɮवारा एक समूह से सàबिÛधत ͪवͧभÛन उप 
ͪवभागɉ के समंकɉ तथा उनके जोड़ मɅ होने वाले Ǔनरपे¢ पǐरवत[नɉ का यथोͬचत 
ǑदÊदश[न हो जाता है ।  

5 ĤǓतशत अÛतͪव[भÈत दÖड–ͬचğ (Percentage Sub–divided Bars) – एक तØय के 
ͪवͧभÛन ͪवभागɉ से सàबिÛधत समकंɉ मɅ होने वाले सापे¢ (relative) पǐरवत[नɉ कȧ 
आपस मɅ तुलना करने के ͧलए ĤǓतशत आधार पर अÛतͪव[भÈत ͬचğ बनाये जात ेहɇ । 
इÛहɅ बनाने के ͧलए पहले, जोड़ को 100 मानकर सभी ͪवभागɉ को ĤǓतशत के Ǿप मɅ 
बदल ͧलया जाता है, ͩफर सचंयी ĤǓतशत (cumulative percentage) Ǔनकाल लȣ 
जाती है । इसके बाद उͬचत मापदÖड (जैसे, व से.मी. = 10%) के अनसुार 100% 
के बराबर ऊँचाई के सरल दÖड ͬचğ बनाकर उनमɅ आधार रेखा से संचयी ĤǓतशतɉ के 
बराबर ͪवभाग काट ͧलए जाते हɇ । ͪवͧभÛन ͪवभागɉ को अलग–अलग ͬचÛहɉ ɮवारा 
अंͩकत कर Ǒदया जाता है । 
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7.5.2 दो ͪवèतार वाले या ɮͪव–ͪवमा ͬचğ (Two Dimensional Diagrams)  

दÖड–ͬचğɉ मɅ केवल एक हȣ ͪवèतार का Úयान रखा जाता है, परÛत ुɮͪव–ͪवमा ͬचğɉ मɅ 
दो ͪवèतारɉ–ऊँचाई तथा चौड़ाई के ɮवारा समंकɉ का ͬचğण ͩकया जाता है । इन ͬचğɉ 
के ¢ेğफल पद–मूãयɉ के अनपुात मɅ होत े हɇ अत: इÛहɅ ¢ेğफल ͬचğ (area 
diagram) अथवा धरातल ͬचğ (surface diagrams) भी कहत ेहɇ । 
ɮͪव–ͪवमा ͬचğ Ǔनàन Ĥकार के होत ेहɇ – 

1 आयत ͬचğ (Rectangular Diagram) – आयत ͬचğ उस िèथǓत मɅ उपयÈुत होते 
हɇ जब ͪवͧभÛन उप–ͪवभागɉ वालȣ दो या दो से अͬधक राͧशयɉ कȧ परèपर तुलना करनी 
होती है । ͪवͧभÛन पǐरवारɉ के पाǐरवाǐरक बजट कȧ तुलना करने के ͧलए अͬधकतर 
आयत ͬचğ का Ĥयोग ͩकया जाता है । पǐरवार कȧ कुल आय को 100 मानकर 
ͪवͧभÛन मदɉ पर होने वाले åयय कȧ राͧशयɉ को ĤǓतशत मɅ बदल Ǒदया जाता है । 
त×पæचात ् 100 के बराबर मापदÖड पर सभी पǐरवारɉ के ͧलए बराबर ऊँचाई वाले 
आयत बना ͧलए जात ेहɇ तथा इनकȧ चौड़ाई पǐरवारɉ कȧ कुल आय के अनपुात मɅ रखी 
जाती है। åयय कȧ ĤǓतशत राͧशयɉ के अनसुार नीचे से ऊपर कȧ ओर ͪवͧभÛन खÖड 
काट ͧलए जात े हɇ । इस Ĥकार इन आयतɉ के ¢ेğफल ɮवारा कुल आय कȧ तथा 
ͪवͧभÛन उप ͪवभागɉ ɮवारा åयय कȧ मदɉ कȧ सापे¢ तुलना कȧ जा सकती है । 

2 वग[ ͬचğ (Square Diagram) – जब तØयɉ के Ûयनूतम और अͬधकतम मूãयɉ मɅ 
काफȧ अÛतर होता है तो दÖड ͬचğ नहȣ ंबनाये जा सकत े। उदाहरणाथ[– यǑद Ûयनूतम 
और अͬधकतम मूãय Đमश: 100 और 3600 हो तो सबसे बड़ा दÖड सबसे छोटे का 
36 गनुा होगा । अत: इस अनपुात को एक ͪवमा ͬचğɉ ɮवारा Ĥदͧश[त करना लगभग 
असàभव है । ऐसी िèथǓत मɅ वग[ ͬचğɉ का Ĥयोग ͩकया जाता है । वग[ बनाने से 
पहले समकंɉ का वग[मूल ͧलया जाता है ͩफर वग[मूलɉ के अनपुात मɅ वगɟ कȧ रचना कȧ 
जाती है । 100 और 3600 के वग[मलू 10 और 60 हɇ। यǑद एक वग[ 1 cm. के 
आधार पर बनाया जाये और दसूरा 6 cm. के आधार पर, तो इन दोनɉ वगȾ के 
¢ेğफल ɮवारा 100 से 3600 का यथोͬचत ͬचğण हो जायेगा । यह आवæयक है ͩक 
सभी वग[ एक हȣ ¢ैǓतज सरल रेखा के आधार पर बनाये जायɅ िजससे उनकȧ सरलता 
से तुलना कȧ जा सके । 

3 व×ृत ͬचğ (Circular or Pie Diagram) – िजन पǐरिèथǓतयɉ मɅ वग[ ͬचğɉ का 
Ĥयोग उपयÈुत होता है उÛहɅ बनाने के ͧलए वतृ ͬचğɉ का Ĥयोग ͩकया जा सकता है । 
वतृ का ¢ेğफल उसकȧ ǒğÏया या अƨ[ åयास (radius) के अनपुात मɅ बदलता है । 
वतृ ͬचğ बनाने मɅ सरल होत ेहɇ और देखने मɅ अͬधक ͬच×ताकष[क लगत ेहɇ । वग[ 
रचना कȧ भांǓत वतृ ͬचğɉ कȧ रचना भी मूãयɉ के वग[मूल Ǔनकाल कर कȧ जाती है । 
वग[मूलɉ के अनपुात मɅ व×ृतɉ कȧ ǒğÏयायɅ £ात कȧ जाती है िजनके आधार पर उनकȧ 
रचना कर लȣ जाती है। यह Úयान रखना आवæयक है ͩक सभी व×ृतɉ के केÛġ एक 
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सरल ¢ैǓतज रेखा पर होने चाǑहये तथा उन व×ृतɉ मɅ आपस मɅ बराबर अÛतर रखना 
चाǑहए । 

7.5.3 तीन ͪवèतार वाले ǒğ–ͪवमा ͬचğ (Three dimensional Diagram) 

पद मूãयɉ मɅ अͬधक ͪवषमता होने कȧ दशा मɅ वग[ या वतृ ͬचğ बनाना भी कǑठन हो 
जाता है, Èयɉͩक उनके वग[मूलɉ मɅ भी पया[Üत अÛतर होता है । इस कǑठनाई को तीन 
माप वाले ͬचğɉ कȧ रचना करके सलुझाया जाता है । तीन माप वाले ͬचğɉ को घनफल 
(Volume) ͬचğ भी कहत ेहɇ Èयɉͩक इनमɅ लàबाई या ऊँचाई, चौड़ाई या मोटाई तथा 
गहराई का Ĥयोग ͩकया जाता है । इस Ĥकार के ͬचğ घन (Cubes), गोल 
(Spheres), बेलनाकार (Cylinder), इçटका (Block), Đकच (Prism) कȧ आकृǓतयɉ 
मɅ बनाये जात ेहɇ, परÛत ुघन आकृǓत मɅ बनाना हȣ सरल होता है। घन कȧ एक भुजा 
मूãय के घनमूल (Cube roots) को मापदÖड मɅ पǐरवǓत[त करके £ात करत ेहɇ । 
मूãयɉ के घनमूल सारͨणयɉ को देखकर अथवा लघगुणक (Logarithm) कȧ सहायता से 
मालमू ͩकये जा सकत ेहɇ । मूãयɉ का लघगुणक £ात करके उसमɅ 3 का भाग देकर 
ĤाÜत राͧश कȧ ĤǓतलघगुणक (Antilogarithm) संÉया, उस मूãय का घनमूल होगी । 

7.5.4 ͬचğ–लेख (Pictograms) 

इस रȣǓत के अÛतग[त समंकɉ को सàबिÛधत वèतुओं के आकष[क ͬचğɉ ɮवारा Ĥदͧश[त 
ͩकया जाता है । उदाहरणाथ[ – जनसंÉया को मनçुय के ͬचğɉ ɮवारा पचंवषȸय योजनाओं 
मɅ सरकार के कुल åयय को Ǿपयɉ कȧ थलैȣ के ͬचğɉ ɮवारा तथा इèपात का उ×पादन 
इèपात ͪपÖड के ͬचğ बनाकर Ĥदͧश[त ͩकया जा सकता है । ͬचğ समंकɉ के अनपुात मɅ 
बनाये जात ेहɇ । ͪव£ापन व Ĥचार काय[ मɅ इनका बहु त अͬधक Ĥयोग ͩकया जाता है । 
ये अ×यÛत आकष[क व Ĥभावशालȣ होत ेहɇ । Ǔनर¢र åयिÈत भी इÛहɅ आसानी से समझ 
लेता है । परÛत ु इनकȧ रचना सरल नहȣ ं है । ͬचğ–लेख ɮवारा समंकɉ का आकष[क 
Ĥदश[न करने कȧ रȣǓत का Ĥयोग सव[Ĥथम ͪवयना Ǔनवासी डॉ. ऑटो Ûयरैूथ (Dr. Otto 
Neurath) ने ͩकया था । इसी कारण ͬचğ लेख रȣǓत को ͪवयना रȣǓत (Vienna 
method) भी कहा जाता है । 

7.5.5 मानͬचğ (Cartograms) 

Ĥादेͧशक या भौगोͧलक समंकɉ के Ĥदश[न के ͧलए मानͬचğ अͬधक उपयÈुत होते हɇ । 
ͩकसी देश मɅ राÏयɉ कȧ सीमाओं का ǓनǾपण, जनसंÉया का घन×व, जलवाय ु या 
वनèपǓत ͪवतरण, कृͪष–उपज, औɮयोͬगक उ×पादन, खǓनज पदाथɟ का उ×पादन, जल–
ͪवɮयतु योजनाओं आǑद का Ĥदश[न उस देश के मानͬचğ पर आकष[क ढंग से ͩकया जा 
सकता है । ͪवͧभÛन तØयɉ को Ǒदखाने के ͧलए ͪवͧभÛन संकेतɉ, ͬचÛहɉ व रंगɉ का 
Ĥयोग ͩकया जाता है । 
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7.6 समंकɉ का ǒबÛदरेुखीय Ĥèतुतीकरण कȧ उपयोͬगता (Graphical 
Presentation of Data) 
समकं समूहɉ का ǒबÛदरेुखीय Ĥदश[न उÛहɅ समझने योÊय बनाने कȧ सरल व Ĥभावी 
ͪवͬध है । अंĒेजी शÞद 'Ēाफ' (GRAPH) से बने शÞद Ēाͩफक (GRAPHIC) का 
अथ[ सͬचğ अथवा सजीव (vivid or springing of life) है । ǒबदंरेुखा का उस समंक 
सारणी के संदभ[ मɅ, िजसे वह Ĥदͧश[त करती है, वाèतव मɅ यहȣ काय[ है। सांिÉयकȧय 
सामĒी इतनी जǑटल होती है ͩक उसे समझना सामाÛय åयिÈत के ͧलए कǑठन होता है 
। यɮयͪप वगȸकरण तथा सारणीयन ɮवारा उसकȧ जǑटलता को पया[Üत माğा तक दरू 
कर Ǒदया जाता है, परÛत ुͩफर भी उसे समझना सरल नहȣ ंहोता हे । बहु त समय पवू[ 
हȣ सांÉयशािèğयɉ ने अपने शोध पǐरणामɉ को ǒबÛदरेुखा ɮवारा Ĥदͧश[त ͩकया जा 
सकता है। समकं èवभाव से हȣ नीरस होते हɇ, परÛत ुजब ͪवशाल व जǑटल समकं 
समूहɉ को रेखाओं के माÚयम से Ĥèतुत ͩकया जाता है तो उनको समझना सरल हो 
जाता है। ǒबÛदरेुखाओं मɅ उनकȧ ͪवशेषताएं त×काल हȣ Ǻिçटगोचर हो जाती हɇ । वाèतव 
मɅ, ǒबÛदरेुखा समंकɉ कȧ कहानी सरल Ǿप मɅ Ĥèतुत कर देती है ।  

7.7 ǒबÛदरेुखा के काय[ (Functions of Graph) 
ǒबÛदरेुखा (1) ͪवæलेषण के यğं (Tools of Analysis) तथा (2) समंकɉ के Ĥदश[न 
का काय[ करती है । सांिÉयकȧय सामĒी के ͪवæलेषण मɅ ǒबÛदरेुखा का Ĥयोग अ×यÛत 
उपयोगी तथा Ĥभावी ͧसƨ होता है । ͪवæलेषण के यğं के Ǿप मɅ ǒबÛदरेुखा (अ) 
अनसुंधान के Ǔनयोजन, उसकȧ सामाÛय ͪवͬध तथा उनसे सàबिÛधत गणना काय[ मɅ 
ͪवæलेषणकता[ का माग[दश[न करती है, (ब) Ĥ×येक èतर पर होने वालȣ ĤगǓत का ͬचğ 
Ĥèतुत करती है िजससे पǐरणामɉ कȧ स×यता कȧ जांच हो जाती है, (स) ǒबÛदरेुखा का 
Ĥयोग गणना काय[ के èथान पर समय व Įम बचाने के ͧलए ͩकया जाता है, तथा (द) 
गͨणतीय वĐ (mathematical curve) के èथान पर मुÈतहèत वĐ (freehand 
curve) समंकɉ कȧ Ĥविृ×त के अͬधक अनǾुप बनाया जा सकता है । समंकɉ के Ĥदश[न 
का काय[ करने मɅ ǒबÛदरेुखा, (क) जǑटल समकंɉ को ͬचǒğत करके उÛहɅ सरल व 
समझने योÊय बनाती है, तथा (ख) सàबिÛधत तØयɉ को एक èथल पर Ǔनकट हȣ 
Ĥदͧश[त करके उनमɅ तुलना करना सरल बना देती है ।  

7.8 ǒबÛदरेुखीय Ĥदश[न के लाभ (Advantages of Graphic 
Presentation)  
ǒबÛदरेुखा समंकɉ का Ĥदश[न करने कȧ Ǻिçटगत ͪवͬध है । सभी Ĥकार के समकंɉ का 
Ĥभावी Ĥदश[न करने के ͧलए ǒबÛदरेुखा का Ĥयोग ͩकया जा सकता है । “उनकȧ संरचना 
उͬचत ढंग से होने पर, वह उस जानकारȣ को आसानी से Ĥदͧश[त करती है, जो 
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संÉया×मक सारणीयन के ͪववरणɉ मɅ Ǻिçटगोचर नहȣ ं हो पाती । एक ͬचğ अथवा 
ǒबÛदरेुखा एक सांिÉयकȧय माप से अͬधक दशा[ती है, वह Ĥविृ×त जो ͪवɮयमान हो, 
बताती है तथा वह Ĥविृ×त ͩकस Ĥकार पǐरवǓत[त होती है, इसे भी दशा[ती है । यɮयͪप 
यह जानकारȣ सारणी मɅ Ǔनहत होती है परÛत ु उसके अिèत×व का तथा Ĥविृ×त कȧ 
ĤकृǓत का Ǔनधा[रण सारणीबƨ समंकɉ से कǑठन, समय लगने वाला और कभी–कभी 
असàभव होता है ।” इस Ĥकार समकंɉ के ǒबÛदरेुखीय Ĥदश[न के लाभ Ǔनàनͧलͨखत हɇ 
:– 

1 समकंɉ का ǒबÛदरेुखीय Ĥदश[न आकष[क, Ĥभावशालȣ तथा रोचक होता है : समंकɉ कȧ 
सारणी कȧ अपे¢ा ǒबÛदरेुखीय Ĥदश[न अͬधक आकष[क होता है । नीरस समकं–समूहɉ मɅ 
मनçुय खो जाता है और पया[Üत गढ़ू अÚययन के पæचात ् कȧ वह कोई Ǔनçकष[ 
Ǔनकालने मɅ सफल होता है । समंकɉ कȧ ͪवशेषताएं ǒबÛदओंु पर Ǻिçट पड़ने पर हȣ 
Ǒदख जाती हɇ, अत: उनकȧ Ĥविृ×त तथा उÍचावचनɉ का अÚययन आसानी से ͩकया जा 
सकता है । ǒबÛदरेुखीय Ĥदश[न का मनोव£ैाǓनक Ĥभाव पड़ता है, मनçुय उसका 
अवलोकन ͩकये ǒबना नहȣ ंरह सकता । 

2 ǒबÛदरेुखीय Ĥदश[न को समझने के ͧलए गͨणत के ͪवशेष £ान कȧ आवæयकता नहȣ ं
होती है: सामाÛय åयिÈत भी ǒबÛदरेुखीय Ĥदश[न से सांिÉयकȧय तØयɉ कȧ ͪवशेषताएं 
èपçट Ǿप से समझ सकता है । ǒबÛदरेुखा को समझने के ͧलए गͨणत के ͪवͧशçट 
£ान कȧ आवæयकता नहȣ ंहोती है। 

3 सांिÉयकȧय तØयɉ को Ĥदͧश[त करने मɅ ǒबÛदरेुखा सरलतम ͪवͬध है : इससे 
संÉयाशाèğी तथा अवलोकनकता[ दोनɉ के समय व Įम कȧ बचत होती है । 
उदाहरणाथ[, एक काय[रत åयापारȣ के ͧलए åयापार के Đय, ͪवĐय, लागत, लाभ आǑद 
से सàबिÛधत आंकड़ɉ का अÚययन करके उनकȧ Ĥविृ×तयɉ को £ात करने के ͧलए 
समय नहȣ ं होता । यǑद इन तØयɉ से सàबिÛधत आंकड़ɉ को ǒबÛदरेुखाओं ɮवारा 
Ĥदͧश[त ͩकया जाये तो वह कम समय मɅ Ûयनूतम Ĥय×नɉ से उनको समझ सकेगा । 
ǒबÛदरेुखा के माÚयम से कालĮेणी (time series) तथा आवǓृत ͪवतरण (Frequency 
distribution) का Ĥदश[न अ×यÛत Įेçठ ढंग से हो सकता है । आवǓृत–ͪवतरण के 
ǒबÛदरेुखीय Ĥदश[न से तुरÛत पता चल जाता है ͩक ͪवतरण समͧमतीय है या गरै–
समͧमतीय या वĐ ‘J’ आकार का या ‘U’ आकार का । 

4 ǒबÛद ुरेखाओं के माÚयम से दो सàबिÛधत तØयɉ कȧ तुलना करना सरल होता है ǒबÛद ु
रेखाओं के माÚयम से दो तØयɉ के मÚय पाये जाने वाले सह–सàबÛध (Correlation) 
को èपçट ͩकया जा सकता है। 

5 ǒबÛद ु रेखाओं कȧ सहायता से ͪवͧभÛन सांिÉयकȧय मापɉ को £ात ͩकया जा सकता है 
िèथǓत–माÚयमɉ (Positional averages); जैसे – मÚयका (median), चतुथ[क 
(quartiles) भूǓयçठक अथवा बहु लक (mode) का ǒबÛदरेुखा कȧ सहायता से अनमुान 
ͩकया जा सकता है । आÛतरगणन बाéयगणन (extrapolation), तथा पवूा[नमुान 



(129) 
 

(forecasting) करने मɅ भी ǒबÛदरेुखीय ͪवͬध अͬधक उपयोगी तथा सुͪवधाजनक होती 
है। 
उपयु [Èत लाभɉ के कारण हȣ ǒबÛदरेुखीय Ĥदश[न का Ĥचलन अǓत सामाÛय हो गया है । 
संÉयाशाèğी वग[ समंकɉ के Ĥदश[न कȧ इस ͪवͬध का अͬधकाͬधक उपयोग कर रहा है । 
वाèतव मɅ, Ĥ×येक ¢ेğ मɅ ǒबÛदरेुखीय Ĥदश[न कȧ उपयोͬगता बढ़ती जा रहȣ है । हबड[ 
(Hubbard) के शÞदɉ, “रेखाͬचğ गǓतमान व नाटकȧय Ĥभाव वाले होत ेहɇ । वे ͩकसी 
घटना को Ĥदͧश[त कर सकत ेहɇ, Ĥ×येक ǒबÛद ुएक तØय होता है, Ĥ×येक घमुाव एक 
घटना होती है तथा Ĥ×येक वĐ एक इǓतहास होता है । जहा ंकहȣं भी समंकɉ से 
अͧभलेख रखने हɉ, Ǔनçकष[ Ǔनकालने हɉ अथवा तØयɉ को बताना हो, वहा ंरेखाͬचğ एक 
ऐसा अɮͪवतीय साधन Ĥदान करत ेहɇ, िजसकȧ शिÈत का अनभुव हम अभी कर रहे 
हɇ।” 

7.9 ǒबÛदरेुखीय Ĥदश[न के दोष (Defects of Graphic 
Presentation)  
ǒबÛदरेुखीय Ĥदश[न पणू[त: दोषरǑहत नहȣ ंहै । आई.आर वेसेलो (I.R.Vesselo) ͧलखते 
हɇ, ''शीēता से पɭने मɅ कुछ सàबÛधɉ को आवæयकता से अͬधक मह×व देना और यहा ं
तक ͩक अ–ͪवɮयमान सàबÛधɉ को देखना आसान होता है । सोƧेæय रेखाͬचğ–संरचक 
उन ͪवशेषताओं को, िजÛहɅ वह सवȾपǐर समझता है, अनुͬ चत मह×व दे सकता है तथा 
िजÛहɅ वह बेकार समझता है, उनके मह×व को कम करके Ǒदखा सकता है । रेखाͬचğɉ 
........ का Ĥयोग बढ़ने के कारण, बुͪ ƨमान पाठक से ͬचğ तल के पीछे भी देखने कȧ 
अपे¢ा करनी चाǑहए ।'' जे.आर ǐरगलमैन तथा आई.एन. ͩĥèवी के अनसुार, “यǑद 
ǒबÛदरेुखीय Ĥदश[न को सवा[ͬधक Ĥभावी बनाना है तो जो इनसे अनͧभ£ हɇ उÛहɅ इनके 
आधारभूत ढांचे पर ͪवशेष Úयान देना चाǑहए । सरल रेखाͬचğɉ से भी, उÛहɅ पणू[त: 
समझ ेǒबना, गलत Ǔनçकष[ Ǔनकाले जा सकत ेहɇ ।'' ǒबÛदरेुखीय Ĥदश[न के Ĥमुख दोष 
Ǔनàनͧलͨखत हɇ :– 

(1) अनेक åयिÈत रेखाͬचğɉ से अनͧभ£ होत ेहɇ, वे इनको कोई मह×व नहȣ ंदेते । 
(2) ǒबÛदरेुखा केवल समकंɉ कȧ ĤवǓृत तथा उनके उÍचावचनɉ (fluctuations) तक हȣ 

Ĥदश[न करती है । समंकɉ जा वाèतͪवक मूãय £ात नहȣ ंहोता है । रेखाͬचğɉ कȧ शुƨता 
का भी आभास नहȣ ंहो पाता । 

(3) रेखाͬचğ कभी–कभी ħमा×मक Ĥभाव डालत े हɇ । रेखाͬचğɉ के मापदÖडɉ मɅ पǐरवत[न 
करके ĤवǓृतयɉ व उÍचावचनɉ के मह×व मɅ पǐरवत[न ͩकया जा सकता है । दो मापदÖडɉ 
से बनाये गये रेखाͬचğɉ मɅ समंकɉ के उÍचावचन ͧभÛन–ͧभÛन Ǒदखायी दɅगे । 

(4) रेखाͬचğɉ मɅ आंͩकक शुƨता संभव नहȣ ंहोती है । 
(5) रेखाͬचğɉ को उƨरण (quotation) के Ǿप मɅ Ĥèतुत करना संभव नहȣ ंहोता है । 
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(6)  समकंɉ कȧ एक या दो ͪवशेषताएं रेखाͬचğ ɮवारा Ĥदͧश[त करना संभव होता है । 
अͬधक ͪवशेषताओं का Ĥदश[न करने से रेखाͬचğ जǑटल हो जाता है और उससे कुछ भी 
समझना सभंव नहȣ ंहोता । 
इन समèत सीमाओं व कͧमयɉ के होत ेहु ए भी रेखाͬचğ सांिÉयकȧय ͪवæलेषण से ĤाÜत 
पǐरणामɉ को सरल व आकष[क Ǿप से Ĥèतुत करत ेहɇ ।  

7.10 ǒबÛद ुरेखाͬचğ कȧ संरचना (Construction of Graphs) 
सामाÛयत: ǒबÛदरेुखीय कागज (Graph Paper) पर दशा[ये जाने वाले ǒबÛदओंु को 
आपस मɅ ͧमला देने से हȣ मानͬचğ कȧ रचना कȧ जाती है । रेखाͬचğ बनाने के ͧलए 
पहले एक उपयÈुत ĤǓतÍछेदन (कटान) ǒबÛद ु (Intersecting Point) को मूल ǒबÛद ु
(Point of Origin or  ) मान ͧलया जाता है । इस ǒबÛद ुपर समकोण बनाती हु ई 
दो रेखायɅ खीचं लȣ जाती हɇ । बायɅ से दायɅ खींची जाने वालȣ ¢ैǓतज रेखा 
(Horizontal) को भुजा¢ (Abscissa) या X– अ¢ (X–axis or XX’) कहत ेहɇ तथा 
नीचे से ऊपर कȧ ओर जाने वालȣ उदĒ रेखा (Vertical line) कोǑट अ¢ (Ordinate) 
या Y–अ¢ (Y–axis or YY) कहलाती है । इस Ĥकार सàपणू[ ǒबÛद–ुरेखीय पğ चार 
भागɉ मɅ बटं जाता है िजÛहɅ चरण (Quadrants) कहत ेहɇ । 
ǒबÛदरेुखीय कागज पर ͩकसी एक ǒबÛद ुको दशा[ने के ͧलए दो मूãयɉ कȧ आवæयकता 
होती है– èवतंğ चर–मूãय (independent variable or X–variable) जैसे समय, 
मÚयǒबÛद ुया वग[ सीमाओं आǑद को भुजा¢ (X–axis) के आधार पर Ǒदखलाया जाता 
है। दशा[ये जाने वाले मूãय धना×मक या ऋणा×मक हो सकत े हɇ । X– Įेणी के 
धना×मक मूãयɉ को उदĒ रेखा के दाǑहनी ओर वाले चरणɉ मɅ धना×मक मूãयɉ को इस 
रेखा के बायीं ओर वाले चरणɉ मɅ अंͩकत ͩकया जाता है । इसी Ĥकार Y– Įेणी के 
धना×मक मूãय ¢ैǓतज रेखा के ऊपर वाले चरणɉ मɅ तथा ऋणा×मक मूãय इससे नीचे 
वाले भागɉ मɅ Ǒदखलाये जात ेहɇ । X और Y के धना×मक मूãयɉ (+X,+Y) को मूल–
ǒबÛद ुके ऊपर और दाǑहनी ओर वाले चरण (Quadrant I) मɅ अंͩकत ͩकया जाता है 
। X के धना×मक और Y के ऋणा×मक मूãय (+X, –Y) को मूल ǒबÛद ुसे नीचे और 
दाǑहनी ओर वाले चरण (Quadrant I.V) मɅ X और Y के ऋणा×मक मूãयɉ (–X,–Y) 
को शूÛय ǒबÛद ु के नीचे बायीं ओर वाले चरण (Quadrant III) मɅ तथा X के 
ऋणा×मक और Y के धना×मक मूãयɉ (–X,+Y) मलू ǒबÛद ु के ऊपर और बायीं ओर 
वाले चरण (Quadrant II) मɅ दशा[या जाता है । अगले ͬचğ मɅ चार ǒबÛदओंु को 
दशा[या गया है :–  

ǒबÛद ु भुजा (X) कोǑट अ (Y) चरण 
A +4 +3 Quadrant I 
B –2 +3 Quadrant II 
C –1 –3 Quadrant III 
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D +3 –3 Quadrant IV 
    

 

 
åयवहार मɅ, Ĥथम तथा चतथु[, दो चरणɉ का हȣ Ĥयोग ͩकया जाता है, Èयɉͩक 
अͬधकतर X और Y के धना×मक मूãय होते हɇ या X के धना×मक और Y के 
ऋणा×मक मूãय होत ेहɇ । अत: मूल ǒबÛद ुरेखाͬचğ मɅ बायीं और Ǔनचलȣ ओर कोने मɅ 
हȣ रखा जाता है ।  

7.11 रेखाͬचğ बनाने के Ǔनयम (Rules for Constructing a 
Graph)  
Ǔनàनͧलͨखत Ǔनयमɉ को Úयान मɅ रखकर हȣ रेखाͬचğ कȧ रचना करनी चाǑहए– 

1 शीष[क – रेखाͬचğ का एक उपयÈुत एव ंपणू[ शीष[क होना चाǑहए िजसे देखत ेहȣ उसकȧ 
ͪवषय वèत ुका आभास हो जाए । 

2 रेखाͬचğ कȧ बनावट – रेखाͬचğɉ कȧ बनावट भुजा¢ (x–axis) पर बायीं ओर से दायीं 
ओर वाले कोǑट अ¢ (y–axis) पर नीचे से ऊपर कȧ ओर होनी चाǑहए । èवतंğ चर 
(x) मूãयɉ को ¢ैǓतज पमैाने पर तथा आͬĮत चर (y) मूãयɉ को उदĒ पमैाने पर 
Ĥदͧश[त करना चाǑहए । कोǑट अ¢ का मापदÖड शूÛय (0) से Ĥारàभ होकर आगे तक 
जाना चाǑहए । यǑद कृǒğम आधार रेखा का Ĥयोग ͩकया जाये तो मापदÖड मɅ अÛतर 
अवæय Ǒदखाया जाना चाǑहए । x तथा y अ¢ɉ को ͧलखना चाǑहए तथा िजन इकाइयɉ 
का Ĥयोग ͩकया गया है उÛहɅ èपçट करना चाǑहए । जहा ंआवæयक हो दोहरा मापदÖड 
Ĥयोग ͩकया जाना चाǑहए । 

3 अ¢ɉ का अनपुात – भुजा¢ तथा कोǑट अ¢ का अनपुात सावधानी से ͪवचार कर 
Ǔनिæचत करना चाǑहए । यह अनपुात इस Ĥकार का होना चाǑहए, िजससे रेखाͬचğ 
देखने मɅ अÍछा लगे तथा आवæयक जानकारȣ सुगमता से èपçट हो जाये । 
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4 मापदÖड चुनाव – रेखाͬचğण मे उͬचत मापदÖड के चुनाव कȧ समèया आती है । 
मापदÖड का चुनाव ऐसा होना चाǑहए िजससे सàपणू[ समंकɉ का Ĥदश[न ͩकया जा सके। 
मापदÖड के चुनाव के ͧलए ͩकसी Ǔनिæचत Ǔनयम का अनकुरण नहȣ ंͩकया जा सकता, 
परÛत ु डॉ. ए.एन. बॉउले (Dr.A.L.Bowley) के ये शÞद मह×वपणू[ हɇ : “उͬचत 
मापदÖड, िजसके ɮवारा समकंɉ को Ĥांͩकत करना चाǑहए के चुनाव के ͧलए Ǔनयम 
Ǔनिæचत करना कǑठन है । भुजा¢ तथा कोǑट अ¢ के मापदÖडɉ के अनपुात को हȣ 
केवल ͪवचारगत करने कȧ आवæयकता है । आकृǓत इतनी छोटȣ होनी चाǑहए ͩक यह 
पणू[ Ǿप से एकदम Ǒदखायी दे, यǑद आकृǓत जǑटल हो–जो अनेक वगɟ कȧ Įेणी से 
सàबिÛधत हो तथा उसमɅ ͪवͧभÛन अंग हɉ तो इस ͪवचार के आगे सूêम शुƨता का 
×याग कर देना चाǑहए । माना ͩक भुजा¢ का मापदÖड Ǔनिæचत ͩकया जा चुका है, तो 
कोǑट–अ¢ के मापदÖड का चुनाव इस Ĥकार ͩकया जाना चाǑहए ͩक वĐ का वह भाग 
जो ͩक वृͪ ƨ कȧ अͬधकतम दर का Ĥदश[न करता हो वह कोǑट अ¢ कȧ ओर अͬधक 
झुका हुआ हो, िजसको पया[Üत छोटा मापदÖड अपनाकर ͩकया जा सकता है, तथा दसूरȣ 
ओर सभी मह×वपणू[ पǐरवत[न èपçट Ǿप से Ǻिçटगोचर हɉ । कोई भी मापदÖड जो इन 
दोनɉ आवæयकताओं को परूा करता है, उƧेæय को परूा कर सकता है ।'' 

5 कृǒğम आधार रेखा का Ĥयोग – मलू ǒबÛद ुस ै(शूÛय से) मूãय Ĥारàभ होत ेहɇ । यǑद 
आͬĮत चर मूãय शूÛय से पया[Üत अͬधक एक सीमा मɅ हȣ हो तो सàपणू[ कोǑट अ¢ 
का Ĥदश[न करना कǑठन हो जाता है । ऐसी दशा मɅ मूल ǒबÛद ुसे ऊपर एक उͬचत 
मूãय से पमैाना Ĥारàभ ͩकया जाता है, िजसे कृǒğम आधार रेखा (False Base 
Line) कहत ेहɇ । परÛत ुमलू ǒबÛद ुका Ĥदश[न अवæय ͩकया जाता है । 

6 अनपुात माप Įेणी का Ĥयोग – आनपुाǓतक पǐरवत[न को Ĥदͧश[त करने के ͧलए 
अनपुात अथवा लघगुणक मापदÖड (Ratio or Logarithmic Scale) का Ĥयोग 
करना चाǑहए। 

7 सारͨणयɉ का Ĥदश[न – रेखाͬचğ के साथ–साथ सàबिÛधत समंक सारणी भी दȣ जानी 
चाǑहए, इससे समंकɉ का ͪवèततृ अÚययन सàभव हो जाता है और वĐɉ कȧ शुƨता का 
परȣ¢ण भी हो जाता है । 

8 èपçट Ĥदश[न – रेखाͬचğ मɅ Ĥ×येक ǒबÛद ुको èपçट Ǿप से अंͩकत करना चाǑहए । 
ͪवͧभÛन ǒबÛदओंु को ͧमलाने वालȣ रेखा èपçट होनी चाǑहए तथा वह समान Ǿप से हȣ 
मोटȣ अथवा पतलȣ होनी चाǑहए । यǑद एक ͬचğ मɅ एक से अͬधक रेखाओं का Ĥदश[न 
करना हो तो ͪवͧभÛन Ĥकार कȧ रेखाएं खींची जानी चाǑहए, जैसे: 
सरल रेखा (Unbroken line)  --------------------------------------------- 
टूटȣ रेखा (Broken line)                  
ǒबÛद ुरेखा (Dotted line)  

 …………………………………………………………………………. 
ǒबÛद ुͪवराम रेखा (Dot–dash line) . . . . . . . . . . . .  
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कटȣ रेखा (Hatched line)  | | | | | | | | | | | | | | | | | | | | 
9 संकेत – मापदÖडɉ तथा ͪवͧभÛन रेखाओं को संकेत देकर èपçट करना चाǑहए । 
10 èğोत – जानकारȣ के èğोत का उãलेख ͩकया जाना चाǑहए । 

7.12 रेखाͬचğɉ के Ĥकार (Type of Graphs) 
ǒबÛदरेुखीय ͪवͬध का Ĥयोग Ǔनàन दो Ĥकार कȧ समंक–Įेͨणयɉ के Ĥदश[न के ͧलए ͩकया 
जा सकता है–  

7.12.1 काͧलक–ͬचğ (Histograms) 

जब समय के आधार पर Đमबƨ (या ऐǓतहाͧसक) समंकɉ को सतत ्वĐɉ के Ǿप मɅ 
Ĥदͧश[त ͩकया जाता है तो ऐसे रेखाͬचğɉ को काͧलक ͬचğ (Histograms) कहत ेहɇ । 
काͧलक ͬचğɉ कȧ रचना मɅ समय (वष[, माह आǑद) को सदा भुजा¢ (X–axis) तथा 
मूãयɉ को कोǑट अ¢ (Y–axis) पर अंͩकत ͩकया जाता है । काͧलक ͬचğ दो Ĥकार कȧ 
माप Įेͨणयɉ के आधार पर बनाये जा सकत ेहɇ – (1) ĤाकृǓतक माप Įेणी ɮवारा, या 
(2) अनपुात माप–Įेणी के आधार पर । 
ĤाकृǓतक माप Įेणी के काͧलक ͬचğ (Histograms on Natural Scale)– यǑद 
काल Įेणी से सàबिÛधत Ǔनरपे¢ मूãयɉ (absolute values) को साधारण ǒबÛदरेुखीय 
पğ पर Ĥदͧश[त करना हो तो ĤाकृǓतक माप Įेणी का Ĥयोग ͩकया जाना चाǑहए । यह 
माप Įेणी गͨणतीय वृͪ ƨ (arithmetic progression) का Ĥदश[न करने के ͧलए 
उपयÈुत समझी जाती है । इसके आधार पर यǑद कोǑट अ¢ पर 1 सेमी. = 10 
इकाइया ंतो 2 सेमी. = 20 इकाइया,ं 3 सेमी. = 30 इकाइया,ं आǑद । ĤाकृǓतक माप 
Įेणी के काͧलक ͬचğ भी दो Ĥकार के हो सकत ेहɇ – 

1 Ǔनरपे¢ काͧलक ͬचğ (Absolute Histogram) – जब काͧलक ͬचğ के ͧलए समंक 
Įेणी के हȣ मौͧलक समंकɉ या मूल राͧशयɉ को Ĥांͩकत ͩकया जाता है तो उसे Ǔनरपे¢ 
काͧलक ͬचğ कहत ेहɇ। इसमɅ Ǔनरपे¢ मूãयɉ, जैसे टन, ͩकलोĒाम, ͩकलोमीटर, Ǿपये 
आǑद का Ĥयोग ͩकया जाता है । 

2 Ǔनदȶशाकं काͧलक ͬचğ (Index Histogram) – जब वाèतͪवक मूãयɉ के èथान पर 
उन मूãयɉ के सूचकाकंɉ अथा[त ्सापे¢ मूãयɉ को ǒबÛदरेुखीय पğ पर अंͩकत ͩकया 
जाता है तो वह रेखाͬचğ Ǔनदȶशांक काͧलक ͬचğ कहलाता है । 

7.12.2 आवǓृत बटंनɉ के रेखाͬचğ (Graphs of Frequency distribution) 

आवǓृत Įेणी के रेखाͬचğ बनाने के ͧलए आकार, वग[ सीमायɅ या मÚय ǒबÛद ुको 
भुजा¢ (X–axis) पर तथा आविृ×तयɉ को कोǑट अ¢ (Y–axis) पर रखा जाता है । ये 
रेखाͬचğ Ǔनàन Ĥकार के होत ेहɇ – 
(1) रेखा आवǓृत ͬचğ (Line Frequency Diagram), 
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(2) आवǓृत आयत ͬचğ (Histogram), 
(3) आवǓृत बहु भुज (Frequency Polygon), 
(4) आवǓृत वĐ (Frequency Curve), 
(5) संचयी आवǓृत वĐ (Cumulative Frequency Curve or Ogive) । 

1 रेखा आवǓृत ͬचğ (Line Frequency Diagram) – इस ͬचğ ɮवारा खिÖडत 
समकंमालाओं का ǒबÛदरेुखीय Ĥदश[न ͩकया जाता है । मूãयɉ को भुजा¢ पर तथा 
आविृ×तयɉ को कोǑट अ¢ पर रखकर Ĥ×येक मूãय के ǒबÛद ुपर उसकȧ आवǓृत के माप 
कȧ ऊंचाई के बराबर लàब रेखा खींच दȣ जाती है ।  
उदाहरण (Illustration) – 
Ǔनàन समंकɉ का ǒबÛदरेुखीय ͬचğण कȧिजए – 
Present the following data graphically– 
भार (ͩकलो) Weight (kg.) : 45 46 47 48 49 50 51 52 53 54 
ͪवɮयाͬथ[यɉ कȧ संÉया No. Of 
Students: 

4 6 9 18 26 15 10 5 4 3 
 

हल (Solution) : 
ͪवɮयाͬथ[यɉ का भार 

Weight of Student 

 
2 आवǓृत–आयत–ͬचğ (Histogram) – सतत ् समंक Įेणी का Ĥदश[न करने के ͧलए 

आवǓृत आयत ͬचğ कȧ रचना कȧ जाती है । आवǓृत ͬचğ आयताकार ͬचğɉ का वह 
समूह होता है िजसमɅ आयतɉ कȧ ऊंचाई आकृǓतयɉ के अनपुात मɅ रखी जाती है । 
आवǓृत आयत ͬचğ को सोपान ͬचğ (Staircase Diagram) या खÖड ͬचğ (Block 
Diagram) भी कहत ेहɇ। इसे बनाने के ͧलए वगा[Ûतरɉ कȧ सीमाओं (Class–limits) 
को भुजा पर तथा आविृ×तयɉ को कोǑट अ¢ पर Ĥदͧश[त ͩकया जाता है । ͩफर Ĥ×येक 
वगा[Ûतर कȧ सीमाओं माप ǒबÛदओंु पर आवǓृत कȧ ऊँचाई के माप के बराबर लàब 
रेखायɅ खींचकर आयत ͬचğ बना ͧलया जाता है । इस Ĥकार सभी वगा[Ûतरɉ के आयत 
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एक दसूरे से सटे हु ए रहत ेहɇ । यǑद वगा[Ûतर समावेशी हɇ तो पहले उÛहɅ अपवजȸ बना 
लेना चाǑहए । 
बहु लक Ǔनधा[रण कȧ ǒबÛद ु रेखीय ͪवͬध (Graphic Method of Locating Mode) 
– सतत ् Įेणी मɅ ǒबÛदरेुखीय ͪवͬध ɮवारा बहु लक का Ǔनधा[रण आवǓृत आयत ͬचğ 
ɮवारा ͩकया जाता है । इसकȧ ͪवͬध Ǔनàन Ĥकार है – 
(1) सबसे अͬधक ऊँचाई वाले आयत को बहु लक वग[ (Modal Group) का आयत 

माना जाता है।  
(2)  सबसे ऊँचे आयत के दाǑहनी ओर के ऊपरȣ कोने को उससे पहले वाले आयत के 

दाǑहनी ऊपरȣ कोने से ͧमला Ǒदया जाता है । इसी Ĥकार सवȾÍच आयत के बायɅ 
ऊपरȣ कोने को उससे अगले आयत के बायɅ ऊपरȣ कोने को उससे अगले आयत के 
बायɅ ऊपरȣ कोने से ͧमला देते हɇ । 

(3) इन दोनɉ रेखाओं के ĤǓतÍछेद–ǒबÛद ु अथा[त ् कटान ǒबÛद ु से भुजा¢ पर एक 
लàबवत ् रेखा खींच दȣ जाती है। यह रेखा िजस ǒबÛद ुपर भुजा¢ से ͧमलती है, 
यहȣ बहु लक मूãय है।  

सतत ् Įेणी मɅ आवǓृत बहु भुज (Frequency Polygon) या आवǓृत–वĐ 
(Frequency Curve) कȧ सहायता से भी बहु लक का मूãय Ǔनधा[ǐरत ͩकया जा 
सकता है, परÛत ुउपयु [Èत रȣǓत अͬधक सरल और अͬधक शुƨ है । 
उदाहरण (Illustration) – 
Ǔनàन समंकɉ को आवǓृत–आयत–ͬचğ Ĥदͧश[त कȧिजए और बहु लक का मूãय £ात 
कȧिजए। गणना करके इस मूãय कȧ जांच कȧिजए । 
Represent the following data by a Histogram and locate the value 
of Mode. Verify your result by calculation. 
वगा[Ûतर (Class): 0–10 10–20 20–30 0–40 40–50 50–60 60–70 
आवǓृत 
(Frequency) : 

4 8 14 20 30 15 6 

हल (Solution) : 
गणना ɮवारा बहु लक कȧ जाचं –  

1
1

2 1 0 2
f foZ L i

f f f


  
 

30 20 10040 10 40 44
60 20 15 25


    

 
 

बहु लक = 44 
आवǓृत ͬचğ ɮवारा बहु लक Ǔनधा[रण 

(Location of mode by Histogram) 
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ͩकया जा सकता हे । आवǓृत बहु भुज बनाने के ͧलए Ĥ×येक आयत के शीष[ के मÚय 
ǒबÛदओंु को सरल रेखाओं ɮवारा ͧमला देत े हɇ । इसमɅ यह माÛयता रहती है ͩक 
वगा[Ûतर मɅ आवǓृतयɉ का समान Ǿप से ͪवतरण है । आवǓृत बहु भजु का ¢ेğफल 
आवǓृत ͬचğ के बराबर हȣ होता है Èयɉͩक िजतना भाग छोड़ा जाता है, उसके बराबर हȣ 
भाग शाͧमल हो जाता है । 

3 आवǓृत वĐ (Frequency Curve) – मुÈतहèत (Freehand) से आवǓृत बहुभुज का 
सरͧलत (smoothed) Ǿप आवǓृत वĐ कहलाता है । आवǓृत बहु भुज को इस ͪवͬध से 
सरͧलत ͩकया जाता है ͩक उसकȧ कोणीयता (angularity) समाÜत हो जाये और वĐ 
का ¢ेğफल उतना हȣ रहे िजतना आवǓृत बहु भुज का है । एक सरͧलत आवǓृत वĐ एक 
Ǔनयͧमत तथा सतत ्वĐ होता है और अगर यह ठȤक से बनाया जाये तो आÛतरगणन 
(interpolation) के ͧलए भी Ĥयोग मɅ लाया जा सकता है । 
आवǓृत वĐ के भेद (Types of Frequency Curve) – सामाÛयत: आवǓृत वĐ 
Ǔनàन चार Ĥकार के होते हɇ – 
(i) ĤसामाÛय वĐ (Normal Curve) – समͧमत बटंन (Symmetrical 

Distribution) मɅ आवǓृतया ंशूÛय से धीरे–धीरे बढ़ती हु ई अͬधकतम आवǓृत तक 
पहु ंच जाती हɇ और ͩफर वहा ंसे उसी Đम और गǓत से धीरे–धीरे घटती हु ई शूÛय 
हो जाती हɇ । ऐसे ͪवतरण का वĐ घÖटाकार (Bell shaped) होता है । इस वĐ 
को ĤसामाÛय वĐ (Normal Curve) कहा जाता है । सािंÉयकȧ मɅ इस Ĥकार के 
वĐ का बहु त मह×व है । 

(ii) साधारण असमͧमत वĐ (Moderately Asymmetrical Curve) – ऐसे ͪवतरणɉ 
के वĐ साधारण असमͧमत वĐ कहलात ेहɇ िजनमɅ आवǓृतयɉ के बढ़ने व घटने का 
Đम ͧभÛन होता है । इन वĐɉ को ͪवषम वĐ (Skewed Curves) भी कहा 
जाता है । ये वĐ दो Ĥकार के होत े हɇ – (क) धना×मक ͪवषमता वाले वĐ 
(Positively Skewed Curves) िजनमɅ दाǑहना ͧसरा (tail) अͬधक लàबा होता 
है, तथा (ख) ऋणा×मक ͪवषमता वाले वĐ (Negatively Skewed Curves) 



(137) 
 

िजनमɅ बायीं ओर का ͧसरा अͬधक लàबा होता है । आͬथ[क व सामािजक ¢ेğ मɅ 
ͪवͧभÛन तØयɉ के अͬधकतर साधारण असमͧमत वĐ बनत ेहɇ । 

(iii)  अ×यͬधक असमͧमत वĐ या J– आकार वाले वĐ (Extremely 
Asymmetrical Curve or J–shaped Curves) – अ×यͬधक ͪवषमता वाले 
ͪवतरणɉ के वĐ अंĒेजी के अ¢र J आकार के होत ेहɇ, अत: इÛहɅ J आकार वाले 
वĐ भी कहत ेहɇ । यǑद अͬधकतम आवǓृत अÛत मɅ होती है तो वĐ J के èवǾप 
का होता है । यǑद अͬधकतम आवǓृत अÛत मɅ होती है तो वĐ J के èवǾप का 
होता है । यǑद अͬधकतम आवǓृत आरàभ मɅ होती है तो वĐ का आकार ͪवपरȣत 
J जैसा होता है । अͬधकतर धन के ͪवतरण के वĐ इसी Ĥकार के होते है । 

(iv) ‘य’ू तथा ‘वी’ आकार वाले वĐ (U–shaped and V–shaped Curves) – िजन 
ͪवतरणɉ मɅ अͬधकतम आवǓृतयां आरàभ और अÛत मɅ होती हɇ तथा Ûयनूतम 
आवǓृतयां लगभग मÚय मɅ होती हɇ उनके आवǓृत वĐ य ू आकार वाले (U–
shaped) या वी–आकार वाले (V–shaped) होत े हɇ । कुछ ͪवशेष Ĥकार के 
समकंɉ के वĐ U तथा V आकार के होत ेहɇ । 

(v) संचयी आवǓृत वĐ (Cumulative Frequency Curve or Ogive) – जब 
वगा[Ûतरɉ कȧ ऊपरȣ सीमाओं (upper limits) को भुजा¢ पर तथा संचयी आवǓृतयɉ 
(Cumulative Frequency) को कोǑट अ¢ पर अंͩकत करके वĐ बनाया जाता 
है तो उसे संचयी आवǓृत वĐ कहत ेहɇ । इसी वĐ को ‘ओजाइव वĐ (Ogive 
Curve) भी कहा जाता है। 

यह दो Ĥकार से बनाया जा सकता है – (अ) ऊपरȣ सीमाओं और बढ़ती हु ई संचयी 
आवǓृतयɉ के आधार पर, तथा (ब Ǔनचलȣ) सीमाओं और घटती हु ई सचंयी आवǓृतयɉ के 
आधार पर । Ĥथम Ĥकार के वĐ को ‘Less than Ogive’ कहत ेहɇ । इसे बनाने के 
ͧलए ऊपरȣ सीमायɅ भुजा¢ (X–axis) पर और संचयी आवǓृतयां कोǑट अ¢ (Y–axis) 
पर अंͩकत कȧ जाती हɇ । यह वĐ ऊपर कȧ ओर उठा हुआ है । दसूरे Ĥकार के वĐ 
को ‘More than Ogive’ कहत ेहɇ । इसकȧ रचना करने के ͧलए Ǔनजी सीमाओं को 
भुजा¢ पर और घटती हु ई संचयी आवǓृतयɉ को कोǑट अ¢ पर रखा जाता है । यह वĐ 
नीचे कȧ ओर ͬगरता हुआ होता है । 
मÚयका व ͪवभाजन मूãयɉ का Ǔनधा[रण (Location of Median and Partition 
Values) – संचयी आवǓृत वĐ कȧ सहायता से मÚयका (Median) तथा अÛय 
ͪवभाजन मूãयɉ (Partition Values) का Ǔनधा[रण ͩकया जा सकता है । मÚयका का 
मूãय £ात करने के ͧलए N/2 ɮवारा मÚयका कȧ संÉया Ǔनकाल लȣ जाती है, ͩफर 
कोǑट अ¢ पर उस संÉया से एक सरल रेखा भुजा¢ के समानाÛतर खींची जाती है । 
िजस ǒबÛद ुपर यह रेखा संचयी आवǓृत वĐ को èपश[ करती है उस ǒबÛद ुसे भुजा¢ 
पर लàब खींच ͧलया जाता है । अÛत मɅ भुजा¢ पर इस लàब के èपश[ ǒबÛद ुका 
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मूãय £ात कर ͧलया जाता है । यहȣ मÚयका मूãय है । इसी Ĥकार चतुथ[क, दशमक 
आǑद अÛय ͪवभाजन–मूãय £ात ͩकये जा सकत ेहɇ । 
उदाहरण (Illustration) –  
कम[चाǐरयɉ के वजन से सàबÛधी समकंɉ से एक हȣ रेखाͬचğ मɅ ‘Less than’ व 
‘More than’ वĐ बनाइये तथा उससे मÚयका £ात कȧिजए । 
Prepare ‘less than’ and ‘more than’ curves from the weights of the 
employees on one graph and find out of median therefrom. 
Weight (in kg.) 40–45 45–50 50–55 55–60 60–65 65–70 
No. of 
Employees 

10 17 23 32 12 6 

हल :  
Cumulative Frequency Distributions 

Weight (in kg.) No. of Employee Weight (in kg.) No.of Employees 
Less than 45 10 More than 40 100 
Less than 50 27 More than 45 90 
Less than 55 50 More than 50 73 
Less than 60 82 More than 55 50 
Less than 65 94 More than 60 18 
Less than 70 100 More than 65 6 

Graph Showing Weight of Employees through 
‘Less than’ and ‘more than’ Ogive Curves 

 
मÚयका Ǔनधा[रण कȧ गाãटन ͪवͬध (Galton’s Method) 
गाãटन के अनसुार माÚयका £ात करने कȧ ͪवͬध Ǔनàन Ĥकार है –  

1 मूãयɉ को X– अ¢ पर तथा आवǓृतयɉ को Y– अ¢ पर ͧलया जाता है । 



(139) 
 

2 Ĥ×येक मूãय कȧ आवǓृत के बराबर ǒबÛदओंु को रेखाͬचğ पर अंͩकत ͩकया जाता है । 
इसके ͧलए एक मूãय के आवǓृत ǒबÛदओंु को एक के ऊपर एक से अंͩकत ͩकया जाता 
है और अगले मूãय के सàबÛध मɅ ͪपछले मूãय कȧ आवǓृत के उÍचतम ǒबÛद ुके बाद 
के Ĥांकन Ĥारàभ ͩकया जाता है । 

3 इन ǒबÛदओंु से होकर एक रेखा इस Ĥकार खींची जाती है ताͩक मÚय ǒबÛद ुèपश[ हो 
जाए और न हो सके तो रेखा ǒबÛदओंु के लगभग मÚय से होकर गजुरे, यह एक Ĥकार 
से संचयी आवǓृत वĐ हȣ बन जाता है । 

4 मÚयका £ात करने के ͧलए मÚयका संÉया (n/2) िजस èथान पर वĐ से ͧमलेगी 
उससे लेकर Y– अ¢ के समानाÛतर एक लàब खींच ͧलया जाएगा जो X– अ¢ पर 
मÚयका मूãय बतायेगा । 
उदाहरण (Illustration) 
Ǔनàन आंकड़ɉ से गाãटन ͪवͬध ɮवारा मÚयका मूãय £ात कȧिजए – 
Find out the value of Median by Galton’s method from the 
following figures:  
Marks 1 2 3 4 5 6 7 8 9 10 
No. of Students 1 2 3 3 5 4 2 2 1 1 
हल :  

 
मÚयका का मूãय 5 है जो ͩक n/2 अथा[त 25/2 = 12.5 आवǓृत के समक¢ रेखा 
खींचकर £ात ͩकया जाता है ।  

7.13 सारांश  
सांिÉयकȧय तØयɉ को Ǻæय ͪवͬधयɉ (Visual Methods) ɮवारा इस Ĥकार Ĥदͧश[त 
ͩकया जाये ͩक मिèतçक पर अनावæयक Ǿप से भार भी न पड़ ेऔर एक हȣ Ǻिçट मɅ 
वèतुिèथǓत सरल और èपçट हो जाये । सांिÉयकȧ मɅ समंकɉ के आकष[क Ĥदश[न कȧ 
दो ͪवͬधया ँहɇ – (अ) ͬचğमय Ĥदश[न, तथा (ब) ǒबÛदरेुखीय Ĥदश[न । 
सांिÉयकȧय तØयɉ को रोचक एव ं आकष[क Ïयॉͧमतीय आकृǓतयɉ (Geometrical 
Figures) या लेखाͬचğɉ (Charts) जैसे – दÖड ͬचğ, आयत–ͬचğ, वतृ आǑद अथवा 
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ͬचğɉ (Pictures) या मानͬचğɉ (Maps) के Ǿप मɅ Ĥदͧश[त करने कȧ ͩĐया ͬचğमय 
Ĥदश[न कहलाती है ।  
समकंɉ का ǒबÛदरेुखीय Ĥदश[न रेखा–पğ पर पवू[–Ǔनधा[ǐरत मापदÖड के अनसुार Ĥांͩकत 
ǒबÛदओंु को आपस मɅ ͧमलाने से बनी रेखाओं व वĐɉ के Ǿप मɅ ͩकया जाता है । 
ǒबÛदरेुखीय Ĥदश[न समकंɉ को Ĥèतुत करने का आकष[क एव ंĤभावशालȣ साधन है । 
इससे एक हȣ Ǻिçट मɅ समकंɉ का अथ[ समझने और उनकȧ तुलना करने मɅ सहायता 
ͧमलती है । 
ǒबÛदरेुखीय ͬचğɉ कȧ संरचना, रेखाͬचğ बनाने के Ǔनयम तथा रेखाͬचğɉ के Ĥकारɉ को 
भलȣभांǓत ͪवèततृ Ǿप मɅ समाǑहत ͩकया गया है । ǒबÛदरेुखीय ͪवͬध का Ĥयोग दो 
Ĥकार कȧ समकं Įेͨणयɉ अथा[त ्काͧलक ͬचğ एव ंआविृ×त ͬचğ के Ĥदश[न के ͧलये 
ͩकया गया है ।  

7.14 पाǐरभाͪषक शÞद  
(i) ͬचğमय Ĥदश[न : नीरस समंकɉ को ͬचğɉ के माÚयम से Ĥदͧश[त करके उÛहɅ रोचक तथा 

अथ[पणू[ बनाना हȣ ͬचğमय Ĥदश[न है । 
(ii) एक ͪवमा ͬचğ : वे ͬचğ िजÛहɅ बनाने मɅ केवल एक हȣ ͪवèतार–ऊँचाई का Ĥयोग ͩकया 

जाता है ।  
(iii) रेखाͬचğ : एक उͬचत मापदÖड के अनसुार Ĥ×येक मूãय के बराबर लàबाई कȧ खड़ी या 

उदĒ रेखा खींचकर बनाये जात ेहɇ । 
(iv) दÖड ͬचğ : पद मूãयɉ के अनपुात मɅ ऊँचाई (या लàबाई) तथा समान चौड़ाई वाले ͬचğ 

दÖड ͬचğ कहलात ेहɇ । 
(v) ɮͪव–ͪवमा ͬचğ : दो ͪवèतारɉ – ऊँचाई तथा चौड़ाई के ɮवारा समकंɉ का ͬचğण ͩकया 

जाता है । 
(vi) ǒğ–ͪवमा ͬचğ : लàबाई या ऊँचाई या मोटाई तथा गहराई का Ĥयोग करके घन, गोल, 

बेलनाकार, इçटका आǑद आकृǓतयɉ मɅ बनाये जात ेहɇ । 
(vii) ͬचğ–लेख : समंकɉ से सàबिÛधत वèतुओं के आकष[क ͬचğɉ ɮवारा Ĥदͧश[त करना, 

ͬचğलेख कहलाता है । 
(viii)  मानͬचğ : Ĥादेͧशक या भौगोͧलक समकंɉ के Ĥदश[न के ͧलए मानͬचğ अͬधक उपयÈुत 

होत ेहɇ । इनमɅ संकेतɉ, ͬचÛहɉ व रंगɉ का Ĥयोग होता है । 
(ix) ǒबÛदरेुखीय Ĥदश[न : ͪवशाल एव ंजǑटल समंक समहूɉ को रेखाओं के माÚयम से Ĥèतुत 

करना हȣ ǒबÛदरेुखीय Ĥदश[न कहलाता है । 
(x) कृǒğम आधार रेखा : मूल ǒबÛद ुसे ऊपर एक उͬचत मूãय से पमैाना Ĥारàभ करना हȣ 

कृǒğम आधार रेखा कहलाती है । 
(xi) काͧलक ͬचğ : समय के आधार पर Đमबƨ समंकɉ को सतत ्वĐɉ के Ǿप मɅ Ĥदͧश[त 

ͩकया जाता है ।  
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(xii) आविृ×त–आयत ͬचğ : सतत ्समंक Įेणी का Ĥदश[न करने के ͧलए बनाते हɇ िजसमɅ 
आयतɉ कȧ ऊँचाई आविृ×तयɉ के अनपुात मɅ रखी जाती है । 

(xiii) आविृ×त बहुभुज : Ĥ×येक आयत के शीष[ के मÚय ǒबÛदओंु को सरल रेखाओं ɮवारा 
ͧमलाने से बनता है । 

(xiv) आविृ×त वĐ : मुÈत हèत से आविृ×त बहु भुज कार सरͧलत (Smoothed) Ǿप 
आविृ×त वĐ कहलाता है ।  

(xv)  संचयी आविृ×त वĐ : वगा[Ûतरɉ कȧ ऊपरȣ सीमाओं को भुजा¢ पर तथा संचयी 
आविृ×तयɉ को कोǑट अ¢ पर अंͩकत करके बनाये जाने वाला वĐ, संचयी आविृ×त वĐ 
कहलाता है । इसे ‘ओजाइव’ वĐ भी कहत ेहɇ। 

7.15 ǓनबÛधा×मक Ĥæन (Essay Type Question) 
1. सांिÉयकȧ मɅ ͬचğɉ कȧ आवæयकता तथा मह×व èपçट कȧिजए । एक उ×तम ͬचğ कȧ 

रचना मɅ ͩकन–ͩकन सावधाǓनयɉ को Úयान मɅ रखना चाǑहए? 
Show Cleary the necessity and importance of diagram in statistics. 
What precautions should be taken in drawing a good diagram?  

2. तØयɉ के ͬचğमय Ĥदश[न कȧ उपयोͬगता कȧ ͪववेचना कȧिजए । इसके गणु दोष 
बताइए। Explain the importance of diagrammatic representation of 
facts. Explain its merits and demerits. 

3. ͬचğ समकंɉ के समझने मɅ कोई योगदान नहȣ ंकरत,े परÛत ुउनके ͪववेकपणू[ Ǔनमा[ण 
और अÚययन से वगȾ और मालाओं कȧ Ĥमुख ͪवशेषताएं èवय ंèपçट हो जाती हɇ । 
इस कथन कȧ ͪववेचना कȧिजए और ͪवͧभÛन Ĥकार के ͬचğɉ का संͯ¢Üत वण[न 
कȧिजए। 
Diagrams do not add anything to the meaning of statistics but 
when drawn and studied intelligently they bring to view the salient 
characteristics of group and series. ‘Discuss this statement 
describing briefly the various types of diagrams’ 

4. सांिÉयकȧय तØयɉ का Ĥदश[न करने के ͧलए सामाÛयत: िजन ͪवͧभÛन Ĥकार के ͬचğɉ 
का Ĥयोग ͩकया जाता है उनका संͯ¢Üत वण[न कȧिजए । 
Give a brief description of the different kind of diagrams generally 
used to present statistical data. 

5. ǒबÛदरेुखीय Ĥदश[न से आप Èया समझत ेहɇ? इसके लाभ–हाǓन और ͪवͧभÛन Ĥकारɉ कȧ 
ͪववेचना कȧिजए । 
What do you understand by graphical presentation? Describe its 
advantages and various forms. 
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6. रेखा का घमुाव मिèतçक को Ĥभाͪवत करने मɅ सारणीकृत ͪववरण कȧ अपे¢ा कहȣं 
अͬधक शिÈतशालȣ होता है, वह उतनी शीēता से यह Ĥदͧश[त करने मɅ समथ[ है ͩक 
Èया हो रहा है और Èया होने वाला है, िजतनी शीēता से यह काय[ हमारȣ आंख करने 
मɅ समथ[ है?– बाͫडगंटन । उपयु [Èत कथन के Ĥकाश मɅ, ǒबÛदरेुखीय Ĥदश[न कȧ 
उपयोͬगता का ͪववेचन कȧिजए । 
“The wandering of a line is more powerful in its effect on the 
mind than a tabulated statement, it shows that is happening and 
what is likely to take place just as quickly as the eye is capable 
of working.’ – Boddington. In the light of the above statement, 
discuss the utility of graphic presentation. 

7. एक उͬचत रेखाͬचğ बनाने के मुÉय Ǔनयमɉ कȧ åयाÉया कȧिजए । सारणी और ͬचğɉ 
मɅ अÛतर èपçट कȧिजए । 
Explain the main rules for the construction of a suitable graph. 
Elucidate the difference between tables and diagrams. 

8. कृǒğम आधार रेखा Èया है? ǒबÛद ु रेखाͬचğ के Ǔनमा[ण मɅ इसकȧ उपयोͬगता èपçट 
कȧिजए । 
What is false Base line? Explain its utility in construction of 
graphs. 

9. ओजाइव वĐ या संचयी आवǓृत वĐ से आप Èया समझत े हɇ? एक सांिÉयकȧय 
उदाहरण देकर ऐसा वĐ बनाइए । 
What do you understand by Ogive or Cumulative frequency curve? 
Draw such a curve on the basis of a statistical example. 

7.16 åयावहाǐरक Ĥæन (Practical Questions) 
1 एक क¢ा के 25 ͪवɮयाͬथ[यɉ कȧ ऊंचाई (सेÖटȣमीटर मɅ) आंकड ेǓनàनांͩकत हɇ । उÈत 

समकंɉ का रेखा ͬचğ ɮवारा ǓनǾपण कȧिजए– 
Heights (in cms.) of 25 students of a class are given bellow., 
Reperesnt these figures by a line digram.  
150; 151; 153; 155; 155; 156; 157; 157; 158; 159; 160; 162; 162; 
162; 163; 165; 168; 170; 170; 171; 174; 175; 179; 180; 180; 

2 Ǔनàनͧलͨखत सारणी मɅ भारत के भुगतान अवशेष मɅ कुछ वषɟ के चाल ूखाता घाटे 
(ͧमͧलयन डॉलर मɅ) के आंकड ेǑदए गए हɇ । सरल दÖड ͬचğɉ ɮवारा उÈत समंकɉ का 
ǓनǾपण कȧिजए – 
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The following table gives the data relating to India’s Current 
Account Deficit (in US $ million) in the Balance of Payments for 
the last few years. Represent the same by simple bar diagrams– 
वष[ Year 2000–01 2001–02 2002–03 2003–04 2004–05 2005–06 2006–07 

घाटा 
Deficit 

9680 1178 3526 1158 2634 5434 4860 

3 भारतीय रेलɉ कȧ वष[ 2006 मɅ पथ लàबाई (ͩकलोमीटर मɅ) के Ǔनàनांͩकत समकंɉ को 
उपयÈुत ͬचğ ɮवारा Ĥèतुत कȧिजए – 
Represent the following route kilometer age of Indian Railways in 
2006 by a suitable diagram– 

Railway Zone Route kilometer age 
Southern 7.021 
Central 7.158 
Western 9.727 
Northern 10.993 
North–Eastern 5.144 
North–East Frontier 3.728 
Eastern 4.303 
South–Eastern 7.161 
South Central 7.227 

4 Ǔनàन आंकडɉ को एक Ēाफ पेपर पर Ĥèतुत कȧिजए – 
5 Graphically present the following data – 
6 वष[ Year 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 

2006 
7 सूचकांक Index Numbers 139 134 140 157 148 160 180 189 245 

281 301  
8 Ǔनàन आंकडɉ को एक उपयÈुत रेखाͬचğ ɮवारा Ĥदͧश[त कȧिजए – 
9 Present the following data by a suitable graph–  
10 वष[ Year 1 2 3 4 5 6 7 8 9 10 
11 सूचकांक Index Numbers 133 138 141 149 159 150 152 165 168  

7.17 संदभ[ (Books Recommended) 
1 शमा[, जैन, पारȣक : åयावसाǓयक सांिÉयकȧ 
2 कैलाश नाथ नागर : सांिÉयकȧ के मूल त×व 
3 यादव, जैन, ͧम×तल : åयावसाǓयक सांिÉयकȧ 
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इकाई–8 : केÛġȣय Ĥविृ×त के माप (Measures of Central 
Tendency) 

इकाई कȧ Ǿपरेखा :  
8.0 उƧेæय 
8.1 पǐरचय 
8.2 सांिÉयकȧय माÚयɉ का अथ[ एव ंपǐरभाषा  
8.3 सांिÉयकȧय माÚयɉ के उƧेæय एव ंकाय[ 
8.4 आदश[ माÚय के आवæयक ल¢ण 
8.5 सांिÉयकȧय माÚयɉ के Ĥकार  
8.6 िèथǓत सàबÛधी माÚय 

(1) बहु लक 
(अ) बहु लक कȧ गणना  (ब) बहु लक के गणु अथवा लाभ 
(स) बहु लक के दोष  
(2) मÚयका 
(अ) मÚयका का पǐरकलन (ब) मÚयका के Ĥयोग  
(स) मÚयका के गणु  (द) मÚयका के दोष  

8.7 गͨणतीय माÚय 
1. समाÛतर माÚय 
2. समाÛतर माÚय के Ĥकार 
3. सरल समाÛतर माÚय कȧ गणना  
4. समाÛतर माÚय के गणु 
5. समाÛतर माÚय के दोष 
6. भाǐरत समाÛतर माÚय 
7. भाǐरत समाÛतर माÚय कȧ गणना 

8.8 गणुो×तर माÚय 
1. गणुो×तर माÚय के गणु  
2. गणुो×तर माÚय के दोष  

8.9 हरा×मक माÚय 
1. हरा×मक माÚय के गणु  
2. हरा×मक माÚय के दोष  

8.10 साराशं 
8.11 शÞदावलȣ 
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8.12 èवपरख Ĥæन 
8.13 उपयोगी पèुतकɅ   

8.0 उƧेæय (Objectives)  
इस इकाई के अÚययन के पæचात ्आप इस योÊय हो सकɅ गे ͩक:– 

 केÛġȣय Ĥविृ×त के माप का अथ[ समझ सकɅ  । 
 सांिÉयकȧय माÚयɉ का अथ[, पǐरभाषा, उƧेæय एव ंकाय[ कȧ जानकारȣ ĤाÜत कर सकɅ  । 
 आदश[ माÚय के ल¢ण जान सकɅ  । 
 सांिÉयकȧय माÚयɉ के Ĥकार जान सकɅ  । 
 बहु लक, मÚयका तथा समाÛतर माÚय गणुो×तर माÚय तथा हरा×मक माÚय कȧ 

जानकारȣ ĤाÜत कर ͪवͧभÛन Įेͨणयɉ के अÛतग[त उनकȧ गणना एव ंĤयोग सीख सकɅ  ।  

8.1 पǐरचय (Introduction)  
मानवीय मिèतçक मɅ इतनी ¢मता नहȣ ंहोती है ͩक वह जǑटल समंकɉ को भलȣ–भाँǓत 
समझ व तुलना कर सकɅ  । अतएव सांिÉयकȧय समकंɉ का वगȸकरण एव ंसारणीयन कȧ 
रȣǓतयɉ ɮवारा संͯ¢Üत करके आविृ×त–बटंन के Ǿप मɅ åयÈत ͩकया जाता है । परÛत ु
इन ͪवͬधयɉ से केवल समकंɉ को सरल और बोधगàय बनाया जाता हɇ इनसे समंकɉ कȧ 
सभी मह××वपणू[ ͪवशेषतायɅ èपçट नहȣ ं होती है । अतएव सांिÉयकȧय सामĒी का 
ͪवæलेषण करना अ×यÛत आवæयक है । आर.ए. ͩफशर के अनसुार, “संÉया×मक तØयɉ 
के ͪवशाल समहू को पणू[Ǿपेण समझने कȧ मानव मिèतçक कȧ अÛतǓन[Ǒहत अयोÊयता, 
हमɅ ऐसे अपे¢ाकृत थोड ेअचर या िèथर माप उपलÞध करने को बाÚय करती है, जो 
समकंɉ कȧ पया[Üत Ǿप से åयाÉया कर सकɅ  ।” इसीͧलए सांिÉयकȧय ͪव£ान मɅ 
सांिÉयकȧय माÚयɉ का मह××वपणू[ èथान है ।  

8.2 सांिÉयकȧय माÚयɉ का अथ[ एवं पǐरभाषा (Meaning and 
Definition of Statistical Averages)  
सांिÉयकȧय अनसुंधान मɅ माÚयɉ अथवा औसत का एक ͪवशेष èथान है । Ĥ×येक 
समकं–Įेणी मɅ एक ऐसा ǒबÛद ुहोता है िजसके आसपास अÛय समंकɉ के एकğ होने कȧ 
Ĥविृ×त पाई जाती है । यह मूãय उस समंक Įेणी के मह××वपणू[ ल¢णɉ का 
ĤǓतǓनͬध×व करता है तथा लगभग केÛġ मɅ िèथत होता है । सांिÉयकȧ मɅ, ऐसा मूãय 
जो सàपणू[ समकं Įेणी को केÛġȣय Ĥविृ×त के सरल एव ंसाराशं Ǿप मɅ åयÈत करता 
है, केÛġȣय Ĥविृ×त का माप या माÚय कहलाता है । Ĥो. ĐॉÈसटन तथा काउडेन के 
अनसुार, “माÚय समंकɉ के ͪवèतार के अÛतग[त िèथत एक ऐसा अकेला मूãय है 
िजसका Ĥयोग Įेणी के सभी मूãयɉ का ĤǓतǓनͬध×व करने के ͧलए ͩकया जाता है चूँͩक 
माÚय सदैव समंकɉ के ͪवèतार के अÛतग[त हȣ पाया जाता हɇ इसͧलए इसे Ĥाय: 
केÛġȣय Ĥविृ×त या केÛġȣय मूãय का माप भी कहा जाता है । ͧसàपसन एव ंकाÝका के 



(147) 
 

अनसुार, “केÛġȣय Ĥविृ×त का माप एक ऐसा ĤǓतǾपी मूãय है िजसके चारɉ ओर अÛय 
संÉयाएँ संकेिÛġत होती हɇ ।”  

8.3 सांिÉयकȧय माÚयɉ के उƧेæय एवं काय[ (Objectives and 
Functions of Statistical Averages)  
सांिÉयकȧय माÚयɉ के Ǔनàनͧलͨखत काय[ व उƧेæय होते हɇ– 

1 संͯ¢Üत Ǿप मɅ Ĥèतुतीकरण : माÚयɉ ɮवारा संकͧलत सामĒी को सरल, èपçट एव ं
संͯ¢Üत Ǿप मɅ Ĥèतुत ͩकया जाता है ताͩक उपयोगकता[ शीēता एव ं सरलता से 
संकͧलत तØयɉ को समझ सके । 

2 तुलना×मक अÚययन कȧ सुͪवधा Ĥदान करना : माÚयɉ कȧ सहायता से दो या अͬधक 
समूहɉ का तुलना×मक अÚययन सरलता से ͩकया जा सकता है । जैसे– भारत और चीन 
कȧ औसत ĤǓत åयिÈत आय कȧ तुलना करके उͬचत पǐरणाम Ǔनकाले जा सकत ेहै । 

3 सàपणू[ समूह का ĤǓतǓनͬध×व करना : माÚयɉ ɮवारा ĤǓतदश[ के अÚययन के आधार 
सàपणू[ समĒ के बारे मɅ पया[Üत जानकारȣ ĤाÜत कȧ जा सकती है । ĤǓतदश[ माÚय के 
आधार पर समĒ के माÚय का अनमुान लगाया जा सकता हɇ । 

4 सांिÉयकȧय ͪववेचन का आधार : माÚय सांिÉयकȧय ͪववेचन का आधार होत े है । 
सांिÉयकȧय ͪवæलेषण कȧ अनेक ͩĐयाएं यथा – अपͩकरण ͪवषमता, सहसàबÛध, 
Ĥतीपगमन आǑद माÚयɉ के आधार पर £ात कȧ जाती है । 

5 भावी योजनाओं का आधार : माÚयɉ से ऐसे मूãय £ात ͩकये जात े हɇ जो भावी 
योजनाओं के ͧलए आधार èतàभ का काय[ करत ेहɇ । माÚय भावी ͩĐयाओं एव ंनीǓतयɉ 
के Ǔनधा[रण मɅ माग[दश[न देते हɇ । 

8.4 आदश[ माÚय के आवæयक ल¢ण (Essential Features of 
An Ideal Average) 

1 सरल : आदश[ माÚय वहȣ होता हɇ िजसे £ात करने व समझने मɅ कǑठनाई न हो । 
माÚय ऐसा होना चाǑहए जो आसानी से Ǔनकाला जा सके । 

2 èपçट : आदश[ माÚय èपçट होना चाǑहए । èपçट होने से अनसुधंानकता[ को अनमुान 
लगाने कȧ जǾरत नहȣ ंपड़ती है ।  

3 सभी मूãयɉ पर आधाǐरत : एक आदश[ माÚय सàपणू[ Įेणी के पद मूãयɉ का 
ĤǓतǓनͬध×व करने वाला होना चाǑहए । सभी मूãयɉ पर आधाǐरत न होने वाले माÚय 
को असंतोषजनक माना जाता है । 

4 Ǔनिæचत : आदश[ माÚय एक Ǔनिæचत संÉया मɅ होना चाǑहए । 
5 ĤǓतचयन के पǐरवत[नɉ का Ûयनूतम Ĥभाव : एक आदश[ माÚय वहȣ माना जाता हɇ 

िजसमɅ ĤǓतचयन के पǐरवत[नɉ का Ûयनूतम Ĥभाव पड़ ेअथा[त एक हȣ समĒ से Ǔनकाले 
गये ͪवͧभÛन ĤǓतदशȾ के माÚयɉ मɅ लगभग समानता होनी चाǑहए । 
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6 Ǔनरपे¢ मूãय : आदश[ माÚय Ǔनरपे¢ होना चाǑहए न ͩक सापे¢ मूãय । 
7 बीजगͨणतीय ͪववेचन सàभव होना : आदश[ माÚय ऐसा होना चाǑहए िजससे उसका 

बीजगͨणतीय ͪववेचन आसानी से ͩकया जा सके । जैसे – दो समंक Įेͨणयɉ के माÚय 
£ात हो तो उनकȧ सहायता से सामूǑहक माÚय भी £ात हो जाना चाǑहए ।  

8.5 सांिÉयकȧय माÚयɉ के Ĥकार (Kinds of Statistical 
Averages)  
सांिÉयकȧ मɅ Ǔनàनͧलͨखत माÚय £ात ͩकये जात ेहै– 

(अ) िèथǓत–सàबÛधी माÚय (Positional Averages) 
(i) बहु लक (Mode)  
(ii) मÚयका (Median) 

(ब) गͨणतीय माÚय (Mathematical Averages) 
(i) समाÛतर माÚय (Arithmetic Averages) 
(ii) गणुो×तर माÚय (Geometric Mean) 
(iii) हरा×मक माÚय (Harmonic Mean) 
(iv) ɮͪवघातीय माÚय (Quadratic Mean)  

(स) åयापाǐरक माÚय (Business Averages) 
(i) चल माÚय (Moving Average) 
(ii) Ĥगामी या संचयी माÚय (Progressive Average) 
(iii) संĒǑहत माÚय (Composite Average)  

8.6 िèथǓत सàबÛधी माÚय (Positional Averages) 
इन माÚयɉ का Ǔनधा[रण सामाÛयत: Ǔनरȣ¢ण माğ से हȣ हो जाता है । िèथǓत सàबÛधी 
माÚय से आशय ऐसे मूãय से है िजÛहɅ Įेणी के अÛतग[त िèथǓत के आधार पर 
पǐरकͧलत ͩकया जाता है । िèथǓत माÚय मɅ बहु लक तथा मÚयका को सिàमͧलत ͩकया 
जाता है । अब हम इनका ͪवèतार से अÚययन करɅगे :– 

(i) बहु लक (Mode) 
ͩकसी Įेणी मɅ सवा[ͬधक पनुराविृ×त वाले मूãय को बहु लक कहत े है अथा[त ्वह मूãय 
जो समंक माला मे सबसे अͬधक बार आता हो । इसे ‘भूǓयçठक’ नाम से भी जाना 
जाता है। ĐॉÈसटन एव ंकाउडेन के अनसुार ‘एक समकं बटंन का बहु लक वह मूãय है 
िजसके Ǔनकट Įेणी कȧ इकाइया ँअͬधक से अͬधक केिÛġत होती हɇ । उसे मूãयɉ कȧ 
Įेणी का सबसे अͬधक ĤǓतǾपी मूãय माना जा सकता है ।’ यǑद यह कहा जाए ͩक 
एक फैÈĚȣ मɅ 500 Įͧमक काय[ करत ेहै उनकȧ बहु लक मजदरूȣ 2000/– Ǿपये माͧसक 
है तो इसका अͧभĤाय है ͩक फैÈĚȣ मɅ िजतने भी Įͧमक काय[ करत ेहै उनमɅ से सबसे 
अͬधक संÉया 2000 Ǿपये ĤǓतमाह मजदरूȣ पाने वालɉ कȧ है, लेͩकन यहा ँ इसका 
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ता×पय[ यह नहȣ ंहै ͩक ͩकसी भी Įͧमक कȧ मजदरूȣ 2000 Ǿपये से कम या अͬधक 
नहȣ ंहै । बहु लक को संकेता¢र ‘Z’ ɮवारा åयÈत करत ेहै । 

(अ) बहु लक कȧ गणना (Calculation of Mode) 
बहु लक को अͬधकतम आविृ×त का मूãय होने के कारण Ǔनरȣ¢ण ɮवारा भी £ात ͩकया 
जा सकता हɇ । बहु लक कȧ गणना कȧ ͪवͬध ͪवͧभÛन Įेͨणयɉ पर Ǔनभ[र करती हɇ जो 
Ǔनàन Ĥकार हɇ– 

(1) åयिÈतगत Įेणी मɅ बहु लक का Ǔनधा[रण 
åयिÈतगत Įेणी मɅ बहु लक Ǔनàनͧलͨखत तरȣकɉ से Ǔनधा[ǐरत ͩकया जाता है :– 
1.1 Ǔनरȣ¢ण के ɮवारा 
1.2 åयिÈतगत Įेणी को खिÖडत Įेणी मɅ पǐरवǓत[त करके 
1.3 मÚयका एव ंसमाÛतर माÚय कȧ सहायता से 
 

1.1 Ǔनरȣ¢ण ɮवारा बहु लक का Ǔनधा[रण – åयिÈतगत Įेणी मɅ Ǔनरȣ¢ण ɮवारा बहु लक 
Ǔनधा[रण मɅ िजस पद कȧ सवा[ͬधक आविृ×त होती है वहȣ बहु लक होता है । 

उदाहरण : 1 
एक क¢ा के 15 छाğɉ के गͨणत ͪवषय मɅ ĤाÜतांक Ǔनàन हɇ, बहु लक £ात कȧिजए– 
4, 6, 5, 8, 5, 6, 6, 7, 4, 2, 4, 6, 6, 7, 8 

हल : Ǔनरȣ¢ण ɮवारा èपçट होता है ͩक ĤाÜताकं 6 सवा[ͬधक बार (5 बार) आया हɇ अत: 
क¢ा के 15 छाğɉ के गͨणत मɅ बहु लक अंक ‘6’ हɇ । 

1.2 åयिÈतगत Įेणी को खिÖडत Įेणी मɅ पǐरवǓत[त करके बहु लक का Ǔनधा[रण – जब 
åयिÈतगत Įेणी के अनेक मूãय दो या दो से अͬधक बार पाये जाते हɇ तो उÛहɅ आरोहȣ 
Đम के अनसुार ͧलखकर उनके सामने उनकȧ आविृ×त ͧलख देत े है । ͩफर Ǔनरȣ¢ण 
ɮवारा यह देखत ेहɇ ͩक ͩकस मूãय कȧ सवा[ͬधक आविृ×त है । सवा[ͬधक आविृ×त का 
मूãय हȣ बहु लक होता है । 

उदाहरण : 2 
ͩकसी क¢ा के 20 ͪवɮयाͬथ[यɉ कȧ आय ुका बहु लक £ात कȧिजए :  
7, 8, 10, 5, 10, 6, 8, 11, 5, 9, 3, 5, 4, 8, 5, 12, 10, 5, 6, 5  

हल : पहले इन åयिÈतगत समंकɉ को आरोहȣ Đम मɅ åयविèथत करɅगे–  
पद–मूãय 

(छाğɉ कȧ आय ुवषɟ मɅ) 
आविृ×त 

3 1 
4 1 
5 6 
6 2 



(150) 
 

7 1 
8 3 
9 1 
10 3 
11 1 
12 1 

उपयु [Èत पद–मूãयɉ कȧ आविृ×तयɉ के Ǔनरȣ¢ण से èपçट होता हɇ ͩक सवा[ͬधक आविृ×त 
(6 बार) पद मूãय 5 वष[ कȧ है । अत: छाğɉ कȧ आय ुका बहु लक 5 वष[ होगा । 

1.3 मÚयका व समाÛतर माÚय कȧ सहायता से बहु लक का Ǔनधा[रण 
åयिÈतगत Įेणी मɅ बहु लक का Ǔनधा[रण Ǔनàन सूğ ɮवारा भी कर सकत ेहै :–  

सूğ :  Z = 3 M – 2 X  
संकेता¢र Z = बहु लक 

M = मÚयका 
X  = समाÛतर माÚय 

1 खिÖडत Įेणी मɅ बहु लक का Ǔनधा[रण – खिÖडत Įेणी मɅ बहु लक Ǔनधा[रण Ǔनàन तरȣकɉ 
से ͩकया जा सकता हɇ– 
2.1 Ǔनरȣ¢ण ɮवारा 
2.2 समूहन ɮवारा 
2.3 घन×व ɮवारा 

2.1 Ǔनरȣ¢ण ɮवारा: इस Ĥणालȣ मɅ आविृ×तयɉ का Ǔनरȣ¢ण ͩकया जाता है तथा मालमू 
ͩकया जाता है ͩक सवा[ͬधक आविृ×त ͩकस मूãय कȧ है । िजस पद कȧ आविृ×त सबसे 
अͬधक होती हɇ वहȣ बहु लक होता है ।  

उदाहरण : 3 
मजदरूȣ (हजार Ǿपयɉ मɅ)  
बहु लक £ात कȧिजए– 6 8 12 16 9 10 18 14 
åयिÈतयɉ कȧ संÉया (आविृ×त) 1 6 11 5 2 8 5 7 

हल : Ǔनरȣ¢ण ͪवͬध ɮवारा £ात होता है ͩक 12000 Ǿपये ऐसी मजदरूȣ है िजसकȧ आविृ×त 
सबसे अͬधक 11 åयिÈत है अत: बहु लक Z = 12000 Ǿपये है । 

2.2 समूहन Ĥणालȣ – जब आविृ×तयɉ का Đम Ǔनयͧमत नहȣं होता है तथा अͬधकतम 
आविृ×त को £ात करना कǑठन होता है तो समूहन रȣǓत ɮवारा बहु लक कȧ गणना कȧ 
जाती है । अǓनयͧमत आविृ×तयाँ तब मानी जाती है जब (1) आविृ×त अǓनयͧमत 
Ĥकार से घटे या बढ़े (2) अͬधकतम आविृ×त दो या इससे अͬधक èथानɉ पर हो (3) 
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अͬधकतम आविृ×त ǒबãकुल Ĥारàभ अथवा अÛत मɅ हो (4) अͬधकतम आविृ×त के 
दोनो ओर कȧ आविृ×तयाँ बहु त ͧभÛन हɉ । 
पǐरकलन कȧ ͪवͬध :– 
Ĥारàभ मɅ एक छ: खानɉ वालȣ सारणी तैयार कȧ जाती है । इन 6 खानɉ मɅ आविृ×तयɉ 
को दो–दो और तीन–तीन के समहूɉ मɅ समूहन Ǔनàन Đम से ͩकया जाता है – 
(1) Ĥथम खाने मɅ, Ĥæन मɅ दȣ हु ई आविृ×त हȣ ͧलख दȣ जाती है । 
(2) दसूरे खाने मɅ, आरàभ से दो–दो आविृ×तयɉ का योग ͧलखत ेहɇ । 
(3) तीसरे खाने मɅ पहलȣ आविृ×त को छोड़कर दो–दो आविृ×तयɉ का योग ͧलखत ेहɇ । 
(4) चौथे खाने मɅ, तीन–तीन आविृ×तयɉ का योग ͧलखत ेहɇ ।  
(5) पाँचवे खाने मɅ, पहलȣ आविृ×त को छोड़कर तीन–तीन आविृ×तयɉ का योग ͧलखत े

हɇ। 
(6) छठे खाने मɅ, Ĥथम दो आविृ×तयɉ को छोड़कर तीन–तीन आविृ×तयɉ का योग 

ͧलखत ेहɇ । 
उपयु [Èत ĤͩĐया से समहून करने के बाद Ĥ×येक खाने कȧ अͬधकतम आविृ×त 
अथवा आविृ×त समूह को रेखांͩकत (ͬचÛह) कर Ǒदया जाता है । िजस मूãय के 
सामने अͬधकतम ͬचÛह होते है वहȣ बहु लक मूãय होता है।  

उदाहरण : 4 
एक क¢ा के छाğɉ के Ǔनàन ĤाÜतांकɉ से बहु लक £ात कȧिजए– 
ĤाÜताकं 20 25 30 35 40 45 50 55 60 65  
छाğɉ कȧ संÉया 3 5 9 14 18 12 10 3 2 2  

हल : आविृ×तयाँ अǓनयͧमत होने के कारण समूहन रȣǓत ɮवारा बहु लक £ात ͩकया जायेगा – 
समूहन ɮवारा बहु लक Ǔनधा[रण 

ĤाÜताकं
  

आवǓृत अͬधकतम 
आवǓृत कȧ 
संÉया 

 (1)  (2)  (3)  (4)  (5)  (6)    
20 3  8 

 

14 

 
17 

   
 
I 
II 
IIIII 
III 
I 

 
1 
3 
6 
3 
1 

25 5 
 28 

  
30 9  

23 

44 

 
 

35 14 41 
40 18 

 30 
 32  

40 
 

15 
45 12  

25 
50 10  13    22 
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55 3 

 

 
7  

60 2 
 4 

7   
65 2    

 
èतàभ संÉया 20 25 30 35 40 45 50 55 60 65 
1     1      
2     1 1     
3    1 1      
4    1 1 1     
5     1 1 1 1   
6   1 1 1      
आवǓृत   1  6 3 3 1   

अत: सारणी से èपçट है ͩक ĤाÜतांक 40 सबसे अͬधक बार (6 बार) आया है अत: 
बहु लक ĤाÜताकं 40 है ।  
घन×व परȣ¢ण : 
बहु लक £ात करने के ͧलए समूहȣकरण ͪवͬध हȣ सवȾ×तम ͪवͬध है । लेͩकन इसमɅ 
घन×व परȣ¢ण का Ĥयोग तब ͩकया जाता हɇ जब दो पद मूãयɉ कȧ आविृ×त एक 
समान होती है । इस ͪवͬध मɅ सव[Ĥथम सàभाͪवत बहु लक £ात करत ेहɇ उस पद कȧ 
आविृ×त ( 1f ) मɅ इससे ठȤक पवू[ कȧ आविृ×त ( 0f ) व पæचात ्कȧ आविृ×त ( 2f ) को 
योग £ात करɅ । इसी Ĥकार जो दसूरा सàभाͪवत बहु लक £ात करɅ उसकȧ भी आविृ×त 
( 1f ) व पवू[ कȧ आविृ×त ( 0f ) तथा पæचात ्कȧ आविृ×त ( 2f ) का योग £ात करɅ । 
इस Ĥकार सàभाͪवत बहु लक के ͧभÛन–ͧभÛन योगफलɉ मɅ िजस पद मूãय से 
सàबिÛधत आविृ×तयɉ का योग सवा[ͬधक हो, वहȣ मूãय बहु लक होगा । 

उदाहरण : 5 
Ǔनàन समंकɉ से बहु लक कȧ गणना कȧिजए– 
पदɉ का मूãय : 10 20 30 40 50 60 70 80 90 100 
आविृ×त : 2  4 3 5 10 6 4 10 5 2 

हल :  अͬधकतम आविृ×त 10 दो बार है अत: घन×व परȣ¢ण ɮवारा बहु लक £ात करɅगे– 
सàभाͪवत बहु लक का मूãय – 
मूãय 50 80 
सàभाͪवत बहु लक मूãय कȧ ͪपछलȣ आविृ×त ( 0f )  
सàभाͪवत बहु लक मूãय कȧ आविृ×त ( 1f )  
सàभाͪवत बहु लक मूãय कȧ अगलȣ आवǓृत ( 2f )  

5 4 
10 10 
6 5 
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  21 19 
मूãय 50 का योगफल 21 है जो अͬधक है अत: अंकɉ का बहु लक 50 है । 

3. सतत ्Įेणी मɅ बहु लक Ǔनधा[रण :  
सतत ्Įेणी मɅ बहु लक Ǔनàन दो चरणɉ ɮवारा £ात ͩकया जाता है :– 

(1) बहु लक वग[ £ात करना त×पæचात ्
(2) सूğ ɮवारा बहु लक वग[ मɅ से Ǔनिæचत बहु लक £ात करना 

बहु लक वग[ £ात करने हेत ुǓनàन दो ͪवͬधयɉ मɅ से ͩकसी का भी Ĥयोग कर सकत ेहɇ 
:–  
(अ) Ǔनरȣ¢ण ͪवͬध:  
इस ͪवͬध मɅ Įेणी का Ǔनरȣ¢ण करके यह देखा जाता है ͩक िजस मूãय वग[ कȧ 
आविृ×तयाँ सबसे अͬधक है वहȣ बहु लक वग[ है । अगर सबसे अͬधक आविृ×त वाले वग[ 
एक से अͬधक होते है तो Ǔनरȣ¢ण ͪवͬध के èथान पर समहून रȣǓत का Ĥयोग करत ेहै 
। 
(ब) समूहȣकरण ͪवͬध ɮवारा:  
जब Ǔनरȣ¢ण ͪवͬध ɮवारा बहु लक वग[ से जानकारȣ ĤाÜत न हो तो समूहȣकरण ͪवͬध 
ɮवारा बहु लक वग[ £ात ͩकया जाता है । यहा ँभी समूहȣकरण ताͧलका व ͪवæलेषण 
सारणी खिÖडत Įेणी के समान हȣ तैयार कȧ जाती है । 
बहु लक वग[ £ात करने के पæचात ्यह जानना होता है ͩक उस वग[ का कौन सा 
Ǔनिæचत मूãय बहु लक है Èयɉͩक कोई समूह या वग[ बहु लक नहȣ ंहो सकता । 
Ǔनिæचत बहु लक £ात करने के ͧलए नीचे Ǒदये गये सूğɉ का उपयोग ͩकया जाता हɇ :– 
आरोहȣ Đम मɅ (Ascending Order) Įेणी होने पर –  

सूğ :  1 0
1

1 0 22
f f

Z L i
f f f


  

 
 अथवा 

यहा ँ  

1
1

1 2

1 1 0

2 1 2

( )
( )

Z L i

f f
f f


  

 
  

  

 

नोट : 1 व 2  को £ात करत ेसमय बीजगͨणत ͬचÛहɉ ( ) का Úयान नहȣ ंरखा 
जाता है ।   Ēीक भाषा का कैͪपटल अ¢र डेãटा है । 1  को डेãटा वन तथा 2  
को डेãटा टू पढ़ा जाता है । 
अवरोहȣ Đम मɅ (Descending Order) Įेणी होने पर  

सूğ :  1 2
2

1 0 22
f f

Z L i
f f f


  

 
 अथवा 

  

2
2

1 2

Z L i


  
  
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सूğ मɅ ĤयÈुत ͬचÛहɉ का अͧभĤाय  
Z = बहु लक (Mode) 

1L  बहु लक वग[ कȧ Ǔनचलȣ सीमा 

2L = बहु लक वग[ कȧ ऊपरȣ सीमा 

1f  = बहु लक वग[ कȧ आविृ×त 

0f = बहु लक वग[ से पवू[ वाले वग[ कȧ आवǓृत 

2f = बहु लक वग[ के बाद वाले वग[ कȧ आविृ×त 
 i = बहु लक वग[ ͪवèतार 

उदाहरण : 6 
Ǔनàन समंकɉ से बहु लक मजदरूȣ £ात कȧिजए :  
मजदरूȣ (Ǿपयɉ मɅ) 5–10 10–15 15–20 20–25 25–30 
Įͧमकɉ कȧ संÉया 20 30 50 40 10 

   0f  1f  2f  
हल : Ǔनरȣ¢ण ͪवͬध के ɮवारा बहु लक वग[ (15 – 20) है अत: = 15 0f = 30 1f = 50 

2f = 40, i = 5 होगा । 

सूğ,  1 0
1

1 0 22
f f

Z L i
f f f


  

 
 

(50 30)15 5
(2 50 30 40)

Z 
  

  
  

2015 5 18.33
30

Z      ǽ. 

डेãटा वाले सूğ ɮवारा :– 
1

1
1 2

Z L i  


 

 

  1 1 0 50 30 20f f      
  2 1 2 50 40 10f f      

 
2015 5

20 10
Z   


  

10015 18.33
30

Z    ǽ. 

(ब) बहु लक के गणु अथवा लाभ (Merits of Mode) 
1. बहु लक को £ात करना अ×यÛत सरल है कई बार तो Ǔनरȣ¢ण माğ से बहु लक पता लग 

जाता है ।  
2. ǒबÛदरेुखीय ͪवͬध ɮवारा बहु लक आसानी से £ात ͩकया जा सकता है । 
3. असमान पदɉ का इस पर Ĥभाव नहȣ ंपड़ता है । 
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4. इस पर चरम मूãयɉ का Ûयनूतम Ĥभाव पड़ता है । 
5. Ûयादशɟ के पǐरवत[न का बहु लक पर कोई Ĥभाव नहȣ ंपड़ता । 
6. बहु लक को £ात करने के ͧलए Įेणी के सभी पदɉ कȧ जानकारȣ होना आवæयक नहȣ ंहै। 
7. यह Įेणी का सवा[ͬधक ĤǓतǓनͬध×व मूãय होता है Èयɉͩक इसका सàबÛध बहु मत से होता 

है। 
(स) बहु लक के दोष (Demerits of Mode) 

1. गͨणतीय ͪवæलेषण के ͧलए बहु लक अनपुयÈुत माÚय है । 
2. बहु लक एक ऐसा माÚय है जो सबसे अͬधक अǓनिæचत व अèपçट है । 
3. यह Įेणी के सभी पद मूãयɉ पर आधाǐरत नहȣ ंहोता है । 
4. यǑद Įेणी के सभी पदɉ कȧ आविृ×तयाँ समान हɉ तो बहु लक का Ǔनधा[रण असàभव है। 
5. बहु लक सवा[ͬधक ħामक माÚय है तथा कभी–कभी समंक Įेणी का ĤǓतǓनͬध×व नहȣ ंकरता 

है। 
6. वग[–ͪवèतार मɅ पǐरवत[न करने पर बहु लक के मूãय मɅ भी पǐरवत[न हो जाता है । 
7. बहु लक को उसके पदɉ कȧ संÉया से गणुा करने पर Įेणी के कुल पद मूãयɉ का योग ĤाÜत 

नहȣ ंहोता है ।  
(2) मÚयका (Median) 

मÚयका ͩकसी Įेणी का ऐसा माÚय है जो उस Įेणी को दो बराबर भागɉ मɅ बाँटता है । 
जब Įेणी को आरोहȣ या अवरोहȣ Đम मɅ åयविèथत कर लेत ेहɇ, तब ǒबãकुल मÚय मɅ 
जो मूãय आता है वहȣ मÚयका कहलाता है । मÚयका भी बहु लक कȧ भाँǓत एक 
िèथǓत सàबÛधी माÚय है उसके एक तरफ सभी चर (Variables) 'उससे' कम मूãय 
के तथा दसूरȣ ओर के सभी चर 'उससे' अͬधक मूãय के होत ेहै । कोनर के अनसुार, 
“मÚयका समकं Įेणी का वह चर मूãय होता है जो समूह को दो बराबर भागɉ मɅ इस 
Ĥकार ͪवभािजत करता है ͩक एक भाग मɅ सारे मूãय मÚयका से अͬधक और दसूरे 
भाग मɅ सारे मूãय उससे कम हɉ।” इस Ĥकार कह सकत ेहै ͩक मÚयका वह केÛġȣय 
मूãय होता है जो आरोहȣ अथवा अवरोहȣ Đम मɅ åयविèथत समकं माला को दो बराबर 
भागɉ मɅ ͪवभािजत करता है । 

(अ) मÚयका का पǐरकलन (Calculation of Median) 
तीनɉ ͪवͧभÛन Ĥकार कȧ समंकमालाओं मɅ पǐरकलन कȧ ͪवͬध अलग–अलग इस Ĥकार 
हɇ– 
(2) åयिÈतगत Įेणी मɅ 
(3) खिÖडत Įेणी मɅ 
(4) सतत ्Įेणी मɅ 

(1) åयिÈतगत Įेणी : åयिÈतगत Įेणी मɅ मÚयका का पǐरकलन करने हेत ुसबसे पहले 
Įेणी को आरोहȣ अथवा अवरोहȣ Đम मɅ åयविèथत करɅगे । Įेणी को Đमबƨ करने के 
बाद Ǔनàन सूğ का Ĥयोग करɅगे: 
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सूğ : M = Size of 1
2

N  
 
 

 (वां पद) 

यहȣ,ं M = मÚयका (Median) 
N= पदɉ कȧ कुल संÉया (Total No of items) 

नोट : सूğɉ को याद रखने के Ǻिçटकोण से 'आरोहȣ Đम उ×तम रहता है । 
अगर åयिÈतगत इकाइयɉ कȧ संÉया सम हो तो उनमɅ दो का भाग परूा चला जाता है 
जैसे – 8,10,12 आǑद तो केÛġȣय पद पणू[ अंक नहȣ ंआएगा बिãक 4.5, 5.5, 6.5 
होगा ऐसी िèथǓत मÚय पद का मूãय Ǔनिæचत करने के ͧलए उनके दोनɉ ओर कȧ दो 
पणू[ Đम संÉयाओं के मूãयɉ का योग लेकर उनमɅ 2 का भाग दɅगे । यह भागफल हȣ 
मÚयका मूãय होगा । 
सूğ : Size of 5.5 th items = size of 5th item + size of 6th item 

2 
या  

5.5 वे पद का मान = 5वɅ पद का मान + 6वɅ पद का मान  
2 

उदाहरण : 7 
एक क¢ा के 10 छाğɉ ने एक बुͪ ƨलिÞल परȣ¢ा दȣ । नीचे Ǒदये गए ĤाÜतांकɉ के 
आधार पर मÚयका कȧ गणना कȧिजए– 
अनĐुमाकं 1 2 3 4 5 6 7 8  9 10 
ĤाÜताकं 25 40 10 35 15 41 14  19 30 15 

हल : सव[Ĥथम इसे आरोहȣ Đम मɅ åयविèथत करɅगे 
Đम संÉया : 1 2 3 4 5 6 7 8 9 10 
ĤाÜताकं 10 14 15 15 19 25 30 35 40 41 

सूğ : M = 1
2

N  
 
 

वाँ पद का मान = 10 1
2
  वाँ पद का मान = 5.5 वे पद का मान 

5.5 वे पद का मान = 
5वɅपद का मान + 6वɅ पद का मान

 ଶ             
 = 19 25

2
 = 44

2
 =22 

अत: मÚयका ĤाÜतांक 22 है । 
(2) खिÖडत Įेणी : 

खिÖडत Įेणी मɅ मÚयका कȧ गणना कȧ Ǔनàनांͩकत ĤͩĐया है :–' 
(1) सव[Ĥथम, खिÖडत Įेणी अगर åयविèथत Đम मɅ नहȣ ं है तो उसे åयविèथत ͩकया 

जायेगा ।  
(2) ͩफर Įेणी कȧ आविृ×तयɉ कȧ संचयी आविृ×त इतत करत ेहै । 
(3) मÚयका कȧ गणना Ǔनàनांͩकत सूğ से कȧ जायगी :– 
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सूğ : M = Size of 1
2

N  
 
 

 वे पद का मान  

इस सूğ के ɮवारा जो पद आता है और वह िजस संचयी आविृ×त मɅ िèथत होता है, 
उस संचयी आविृ×त का पद मूãय मÚयका होगा । 

उदाहरण : 8 
Ǔनàनांͩकत Įेणी से मÚयका मूãय £ात कȧिजए– 
पद का आकार : 10 12 14 16 18 20 22 

आविृ×त : 3 7 12 28 10 9 6 
  
हल : पद का आकार आविृ×त संचयी आविृ×त 

 10 3 3 
 12 7 10 
 14 12 22 
 16 28 50 
 18 10 60 
 20 9 69 
 22 6 75 
  N = 75  

M = Size of 1
2

N  
 
 

th item 

= Size of 75 1
2
 

 
 

= 38 th item 

Median= 16 
उपयु [Èत सचंयी आविृ×तयɉ को देखने से डग़त होता है ͩक 22 कȧ इकाई तक मूãय 
10,12 व 14 आकार के है । 23 वीं इकाई से 50 वीं इकाई तक सभी 28 पदɉ का 
मूãय 16 है । अत: 38 वीं इकाई का मूãय भी 16 है । 

(3) सतत ्Įेणी – सतत ्Įेणी मɅ मÚयका Ǔनधा[रण कȧ ĤͩĐया इस Ĥकार हɇ– 
1. सव[Ĥथम खिÖडत Įेणी कȧ भाँǓत संचयी आविृ×तयाँ £ात करɅगे । 
2. Ǔनàनांͩकत सूğ ɮवारा मÚयका वग[ £ात करɅगे :–  

(मÚयका Đमाकं) m = 
2
N 

 
 

 वां पद  

इस Ĥकार जो पद Đमांक आता है उसे सचंयी आविृ×त वाले कॉलम मɅ देखत ेहै । िजस 
संचयी आविृ×त मɅ Ĥथम बार यह Đमांक पड़ता है उस सचंयी आविृ×त के सामने वाला 
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वग[ हȣ मÚयका वग[ होता है । मÚयका वग[ £ात करने के पæचात मÚयका मूãय £ात 
करने का सूğ होगा : 

आरोहȣ Đम मɅ –   
 1

iM L m c
f   

 

अवरोहȣ Đम मɅ –  
 2

iM L m c
f   

 
नोट – आरोहȣ Đम मɅ Ĥæन हल करना Ïयादा सरल रहता हɇ सूğ मɅ ĤयÈुत ͬचÛह इस 
Ĥकार हɇ–  

1L  = मÚयका वग[ कȧ Ǔनचलȣ सीमा 

2L  = मÚयका वग[ कȧ ऊपरȣ सीमा 
i = मÚयका वग[ का वग[ ͪवèतार 
f = मÚयका वग[ कȧ आविृ×त 
m = मÚयका Đमाकं 
C= मÚयका वग[ के ठȤक पहले वाले वग[ कȧ संचयी आविृ×त  

उदाहरण : 9 
100 ͪवɮयाͬथ[यɉ के गͨणत ͪवषय मɅ ĤाÜतांकɉ से मÚयका £ात कȧिजए– 
ĤाÜताकं : 0–10 10–20 20–30 30–40 40–50 
ͪवɮयाͬथ[यɉ कȧ संÉया : 12 26 40 12 10 

हल : मÚयका का पǐरकलन  
ĤाÜताकं (x) ͪवɮयाͬथ[यɉ कȧ संÉया (आविृ×त f) संचयी आविृ×त (Cf) 

0 – 10 12 12 
10 – 20 26 38  C  

20 – 30 40 f 78 
30 – 40 12 90 
40 – 50 10 100 

 N=100  

m = 
2
N  वां पद 

m = 100
2

 50 वां पद 

50 वां पद संचयी आविृ×त वाले èतàभ मɅ 78 संचयी आविृ×त मɅ हɇ अत: मÚयका वग[ 
20 – 30 होगा तथा मÚयका Đमांक m = 50 है । 
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सूğ, 
   1

1020 50 38
40

iM L m c
f      

 
M = 23 अंक  

(ब) मÚयका का Ĥयोग (Use of Median) 
मÚयका का Ĥयोग तब करत ेहै जब Ĥ×य¢ संÉयाओं कȧ गणना करना जǑटल होता है 
। जब केवल गणु के आधार पर हȣ समकंɉ को Đमबƨ ͩकया जा सकता हɇ जैसे – 
सामािजक सवȶ¢णɉ तथा अनसुधंानɉ मɅ िजनमɅ ईमानदारȣ, èवाèØय, बुͪ ƨमानी जैसे 
गणुा×मक ͪवषयɉ का अÚययन करना हो, तब अͬधकतर मÚयका का Ĥयोग ͩकया जाता 
है । 

(स) मÚयका के गणु (Merits of Median) 
1. मÚयका कȧ गणना के ͧलए Įेणी के सभी पदɉ का पता होना आवæयक नहȣ ंहै । 
2. मÚयका कȧ गणना सरल होती है । 
3. मÚयका पर सीमाÛत पदɉ का कोई Ĥभाव नहȣ ंहोता है । 
4. मÚयका èपçट एव ंǓनिæचत माÚय हɇ तथा सदा हȣ £ात ͩकया जा सकता है । 
5. मÚयका कȧ गणना Ĥ×येक पद के आधार पर कȧ जाती है इसͧलए यह माÚय इकाइयो का 

ĤǓतǓनͬध×व करता है । 
6. गणुा×मक तØयɉ जैसे– चतुराई, ईमानदारȣ, बुͪ ƨमानी, èवाèØय आǑद के माÚय Ǔनधा[रण मɅ 

मÚयका को ĤयÈुत ͩकया जाता है ।  
(द) मÚयका के दोष (Demerits of Median) 
1. मÚयका कȧ गणना के ͧलए समको को मूãयɉ के आधार पर आरोहȣ तथा अवरोहȣ Đम 

मɅ åयविèथत करना आवæयक है । 
2. मÚयका Įेणी के सभी मूãयɉ पर आधाǐरत नहȣ ंहोता है । 
3. मÚयका को आविृ×तयɉ के कुल योग से गणुा करने पर मूãयɉ का कुल योग ĤाÜत नहȣ ं

होता । 
4. पदɉ के अǓनयͧमत ͪवतरण होने पर Ĥाय: ħमा×मक Ǔनçकष[ ĤाÜत होत ेहै । 
5. इसका Ĥयोग बीजगͨणतीय ͪववेचन मɅ नहȣ ंͩकया जाता है । 

8.7 गͨणतीय माÚय (Mathematical Averages) । 
1. समाÛतर माÚय (Arithmetic Mean) 

समाÛतर माÚय सबसे Ĥचͧलत माÚय है । समाÛतर माÚय के ͧलए ‘औसत’ शÞद का 
भी Ĥयोग ͩकया जाता है गͨणतीय माÚयɉ मɅ यह सबसे उ×कृçट माÚय माना जाता है । 
समाÛतर माÚय मɅ एक आदश[ माÚय कȧ अͬधकाशं ͪवशेषताएँ पाई जाती हɇ । 
समाÛतर माÚय ͩकसी Įेणी का वह मूãय है जो उस Įेणी के सभी पदɉ के मूãयɉ के 
योग मɅ पदɉ कȧ कुल संÉया से भाग देने पर ĤाÜत होता है । यह माÚय सामािजक 
ͪव£ानɉ मɅ Ĥयोग कȧ जाने वालȣ समèत सांिÉयकȧय Ĥणाͧलयɉ कȧ आधारͧशला है । 
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Ĥो. ͧमल के शÞदɉ मɅ, “समाÛतर माÚय ͩकसी ͪवतरण का समा×तोलन केÛġ हɇ।” ͩकंग 
के अनसुार, “समकंमाला के प¢ के जोड़ मɅ उनकȧ संÉया के ɮवारा भाग देने से जो 
राͧश ĤाÜत होती है, उसे हȣ माÚय के Ǿप मɅ पǐरभाͪषत ͩकया जा सकता है ।'' 
समाÛतर माÚय के Ĥकार 

(1) सरल समाÛतर माÚय 
(2) भाǐरत समाÛतर माÚय 

सरल समाÛतर माÚय मɅ Įेणी के समèत पदɉ को समान मह×व Ǒदया जाता हɇ जबͩक 
भाǐरत समाÛतर माÚय मɅ Įेणी के सभी पदɉ को उनकȧ मह×ता के अनसुार भार Ĥदान 
ͩकया जाता है । भार Ǔनरपे¢ अथवा सापे¢ हो सकत ेहै । 
सरल समाÛतर माÚय कȧ गणना (Calculation of Simple Arithmetic Mean) 
सरल समाÛतर माÚय कȧ गणना åयिÈतगत Įेणी, खिÖडत Įेणी और सतत ् Įेणी मɅ 
Ĥ×य¢ और लघ ुͪवͬध से कȧ जाती है । 

(1) åयिÈतगत Įेणी मɅ समाÛतर माÚय कȧ गणना 
1.1 Ĥ×य¢ रȣǓत 
1.2 लघ ुरȣǓत  

(2) खिÖडत Įेणी मɅ समाÛतर माÚय कȧ गणना 
2.1 Ĥ×य¢ रȣǓत 
2.2 लघ ुरȣǓत 

(3) सतत ्Įेणी मɅ समाÛतर माÚय कȧ गणना 
3.1 Ĥ×य¢ रȣǓत 
3.2 लघ ुरȣǓत 
3.3 पद ͪवचलन रȣǓत 

(1) åयिÈतगत Įेणी मɅ समाÛतर माÚय 
1.1 Ĥ×य¢ रȣǓत ɮवारा: Ĥ×य¢ रȣǓत मɅ Įेणी के सभी मदɉ के मूãयɉ का योग करके 
मदɉ कȧ संÉया से भाग देने पर जो भागफल ĤाÜत होता है । वहȣ समाÛतर माÚय है । 
गणना : समाÛतर माÚय कȧ गणना का सूğ : 

N


   अथवा 1 2 3 n

N
     

 

संकेता¢र :  = समाÛतर माÚय 
 = योग 
X = ͪवͧभÛन इकाइयɉ के मूãय  
N = मदɉ कȧ कुल संÉया 
 = समèत मदɉ के मूãयɉ का योग 

उदाहरण : 10 
10 छाğɉ कȧ लàबाई का समाÛतर माÚय £ात कȧिजए– 



(161) 
 

छाğ : A B C D E F G H I J 

लàबाई (सेमी.): 160 140 168 170 165 162 145 180 167 163 
 

हल : संÉया लàबाई (सɅ.मी.) 
 1. A    160 
 2. B    140 
 3. C    168 
 4. D    170 
 5. E    165 
 6. F    162 
 7. G    145 
 8. H    180 
 9. I    167 
 10. J    163 
 N = 10  

  
1620x   

1620
10N


    

   162 से. मी. 
1.2 लघ ुरȣǓत: इस रȣǓत ɮवारा समाÛतर माÚय £ात करने के चरण इस Ĥकार है– 

(अ) सव[Ĥथम Įेणी मɅ Ǒदये गये मूãयɉ मे से ͩकसी एक मूãय को काãपǓनक माÚय 
(Assumed Mean) मानत ेहै । 

(ब) काãपǓनक माÚय से ͪवͧभÛन पदɉ के ͪवचलन (Deviation) Ǔनकालत े है । 
मद मूãय मɅ से किãपत माÚय मूãय को घटाने से ͪवचलन £ात होता है । 

(स) सभी ͪवचलनɉ को जोड़ लेत ेहै । 
गणना : समाÛतर माÚय कȧ गणना Ǔनàनांͩकत सूğ ɮवारा कȧ जाती है :– 

सूğ :  
dxA

N


  
 

संकेता¢र : = समाÛतर माÚय 
A = किãपत माÚय 
N = पदɉ कȧ कुल संÉया 
dx = पद–मूãयɉ का किãपत माÚय से ͪवचलन अथा[त ्dx = (X–A) 
N = पदɉ कȧ कुल संÉया 

उदाहरण : 11 
उदाहरण संÉया 10 को लघ ुरȣǓत ɮवारा हल कȧिजए : 
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हल :   लघरुȣǓत ɮवारा समाÛतर माÚय कȧ गणना 
संÉया लàबाई (सɅ.मी.) A = 150 (X–A) = dx 
1 160 +10 
2 140 –10 
3 168 +18 
4 170 +20 
5 165 +15 
6 162 +12 
7 145 –5 
8 180 +30 
9 167 +17 
10 163 +13 
  15 + 135 =dx = +120 

यहा,ँ A = 150, dx= 120, N = 10 

सूğ : 
120150
10

dxA
N


    
  

= 150 + 12 = 162 सɅ.मी. 
 

2 खिÖडत Įेणी मɅ समाÛतर माÚय 
2.1 Ĥ×य¢ रȣǓत ɮवारा: Ĥ×य¢ रȣǓत कȧ ĤͩĐया इस Ĥकार है :  
(अ) Ĥ×येक पद मूãय (x) को उसकȧ सàबिÛधत आवǓृत (f) से गणुा करɅ िजससे (fx) 

ĤाÜत होगा।  
(ब) Fx का योग £ात कर ले जो f कहलाएगा । 
(स) आविृ×तयɉ का योग याǓन N =  f  £ात करɅ । 
(द) इसके पæचात Ǔनàनांͩकत सूğ ɮवारा समाÛतर माÚय £ात करɅ:–– 

 f
N

 
   

2.2 लघ ु रȣǓत ɮवारा: खिÖडत Įेणी मɅ लघ ु रȣǓत ɮवारा समाÛतर माÚय इस Ĥकार 
£ात ͩकया जायेगा–  
(अ) सव[Ĥथम Įेणी के पद मूãयɉ मɅ से ͩकसी एक पद मãूय को किãपत माÚय (A) 

मानत ेहɇ । 
(ब) Ĥ×येक पद मूãय (x) मɅ से किãपत माÚय (A) को घटाकर ͪवचलन £ात करत ेहɇ 

। (dx = X=A)  
(स) Ĥ×येक ͪवचलन को सàबिÛधत आविृ×त (f) से गणुा करके (fdx) £ात करɅगे । 
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(द) गणुनफल (fdx) का कुल योग  fd   £ात करɅगे । 
उपयु [का ĤͩĐया के पæचात ्Ǔनàनांͩकत सूğ से समाÛतर माÚय £ात करɅगे– 

सूğ  fdA
N

 
    

उदाहरण : 12 
एक क¢ा के 100 छाğɉ के ĤाÜतांकɉ का Ĥ×य¢ रȣǓत व लघरुȣǓत ɮवारा समाÛतर 
माÚय £ात कȧिजए–  
ĤाÜताकं : 10 20 25 40 60 80 
आविृ×त : 5 25 20 30 15 5 

हल :     समाÛतर माÚय कȧ गणना 
Ĥ×य¢ रȣǓत ɮवारा लघु रȣǓत ɮवारा  

पद मूãय आविृ×त पद मूãय व आविृ×त 
का गुणनफल 

पद मूãय आविृ×त पद ͪवचलन 
A = 25 

गुणनफल 
 

(X) (f) (fx) (X) (f) (X–A) =dx fdx 
10 5 50 10 5 –15 –75 
20 25 500 20 25 –5 –125 
25 20 500 25 20 0 0 
40 30 1200 40 30 15 45 
60 15 900 60 15 35 525 
80 5 400 80 5 55 275 

 N=100 f   3550  N=100 d   85 fd   1050 

 f
N

 
         fA

N
 

    

   3550
100

        
105025
100

  

    35.50 अंक       25+ 10.50 
  35.50 अंक  

3. सतत Įेणी मɅ समाÛतर माÚय 
सतत Įेणी मɅ पद मूãय वगा[Ûतर के Ǿप मɅ होते हɇ । वगा[Ûतरɉ से समाÛतर माÚय 
Ǔनकालना संभव नहȣ ंहै । अत: सव[Ĥथम वगा[Ûतरɉ के मÚय ǒबÛदओंु (Midpoints) कȧ 
गणना कȧ जाती हɇ, इस Ĥकार ĤाÜत मÚय ǒबÛदओंु (X) तथा आविृ×त के आधार पर 
समाÛतर माÚय कȧ गणना कȧ जाती है । मÚय ǒबÛद ुकȧ गणना के पæचात शेष गणना 
ĤͩĐया खिÖडत Įेणी के समान हȣ है। 
सूğ : समाÛतर माÚय £ात करने का सूğ भी खिÖडत Įेणी के समान हȣ है । (मÚय 
ǒबÛद ु£ात करɅ)  
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Ĥ×य¢ रȣǓत f
N

 
    लघ ुरȣǓत = fdA

N
 

    

उदाहरण : 13 
Ǔनàनांͩकत समंकɉ से औसत लाभांश ĤǓत अंश £ात कȧिजए– 
लाभाशं ĤǓत अशं (Ǿ.) : 0–10 10–20 20–30 30–40 40–50 
अंशɉ कȧ संÉया : 10 12 20 18 10 

हल : Ĥ×य¢ रȣǓत एव ंलघ ुरȣǓत ɮवारा समाÛतर माÚय कȧ गणना  
लाभांश ĤǓत  
अंश (Ǿ.) 

मÚय ǒबÛद ु
(X) 

अंशɉ कȧ संÉया 
(f) 

 
(fx) 

पद ͪवचलन 
A=25(dx) 

 
fdx 

0–10 5 10 50 –20 –200 
10–20 15 12 180 –10 –120 
20–30 25 20 500 0 0 
30–40 35 18 630 +10 +180 
40–50 45 10 450 +20 +200 
  N=70 1080f     fd   60 

Ĥ×य¢ रȣǓत    लघ ुरȣǓत  

सूğ,  1810
70

fX
N

 
    सूğ, fdX A

N
 

 
6025
70

    

  25.86 Ǿ.      25 + 0.86 = 25.86 Ǿ. 
पद ͪवचलन रȣǓत : समाÛतर माÚय £ात करने कȧ यह कोई नयी ͪवͬध न होकर लघ ु
रȣǓत कȧ सहायक रȣǓत के Ǿप मɅ Ĥयोग मɅ लाई जाती है । इस रȣǓत के Ĥयोग के ͧलए 
सतत Įेणी के वगा[Ûतरɉ का ͪवèतार समान होना चाǑहए । इस रȣǓत से समाÛतर 
माÚय £ात करने कȧ ͪवͬध इस Ĥकार है– 

1. सव[Ĥथम सतत Įेणी के वगा[Ûतरɉ का मÚय मूãय £ात करत ेहै । 
2. £ात ͩकये गये मÚय मूãय मɅ से ͩकसी एक को किãपत माÚय मान लेत ेहɇ । 
3. किãपत माÚय से मÚय मूãयɉ का ͪवचलन (dx) £ात करत े हɇ । ऐसा करत े समय 

धना×मक व ऋणा×मक ͬचÛहɉ का Úयान रखत ेहɇ । 
4. इन ͪवचलनɉ को ऐसी संÉया से ͪवभािजत कर देते हɇ िजसका सभी मɅ भाग चला जाये। ये 

हȣ पद–ͪवचलन (Step deviation) होत ेहै । (dx’) 
5. इसके पæचात पद ͪवचलनɉ को उनकȧ आविृ×त से गणुा करके गणुनफल £ात कर लेत ेहै । 

 'fd   
6. पद ͪवचलन रȣǓत अपनाने पर Ǔनàनांͩकत सूğ का Ĥयोग करत ेहɇ – 

'fdA i
N

 
      

यहा,ँ   = समाÛतर माÚय 
A = किãपत माÚय 
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i = वगा[Ûतर 
'd  = पद ͪवचलन 

'fd  = पद ͪवचलनɉ और आविृ×तयɉ के गणुनफल का योग 
उदाहरण : 14 

एक क¢ा के ͪवɮयाͬथ[यɉ के ͪव£ान ͪवषय मɅ ĤाÜतांकɉ का पद ͪवचलन रȣǓत से 
समाÛतर माÚय £ात कȧिजए– 
ĤाÜताकं : 0–10 10–20 20–30 30–40 40–50 50–60 60–70 

ͪवɮयाͬथ[यɉ कȧ संÉया : 10 12 20 15 5 3 5 

हल : पद ͪवचलन रȣǓत ɮवारा समाÛतर माÚय कȧ गणना 
ĤाÜताकं मÚय ǒबÛद(ुx) ͪवɮयाͬथ[यɉ कȧ संÉया 

(f) 
 

A = 35 
(X–A)=(dx) 

पद ͪवचलन 
d

i


 (d’x) 

fd’x 

0–10 5 10 –30 –3 –30 
10–20 15 12 –20 –2 –24 
20–30 25 20 –10 –1 –20 
30–40 35 15 0 0 0 
40–50 45 5 +10 +1 5 
50–60 55 3 +20 +2 6 
60–70 65 5 +30 +3 15 
  N=70   'fd   48 

'fdX A i
N

 
    

48 48035 10 35 35 6.86
70 70

X         
 

 

   28.14 अंक 
समाÛतर माÚय के गणु (Merits of Arithmetic Mean) : 

1. गͨणतीय माÚयɉ मɅ समाÛतर माÚय कȧ गणना करना बहु त सरल है, साधारण åयिÈत 
भी इस माÚय को आसानी से समझ सकता है । 

2. समाÛतर माÚय मɅ Įेणी को मÚयका कȧ भाँǓत आरोहȣ तथा अवरोहȣ Đम मɅ åयविèथत 
करना आवæयक नहȣ ंहोता है । 

3. यह माÚय सुǓनिæचत तथा िèथर होता हɇ, इसके Ǔनधा[रण मɅ अनमुान का Ĥयोग नहȣं 
ͩकया जाता है ।  

4. इस माÚय मɅ अनेक बीजगͨणतीय गणु होने से इसका Ĥयोग उÍच èतरȣय सांिÉयकȧय 
पǐरकलनɉ तथा ͪवæलेषणɉ मɅ ͩकया जाता है । 

5. समाÛतर माÚय पर Ǔनदश[न के पǐरवत[नɉ का Ĥभाव सबसे कम पड़ता है । 
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6. यह माÚय Įेणी के सभी मूãयɉ पर आधाǐरत होता है । इसमɅ ͩकसी मद को कम या 
अͬधक मह×व नहȣ ंǑदया जाता है । 

7. यǑद केवल पद–मूãयɉ का योग और पदɉ कȧ संÉया £ात हो तो समाÛतर माÚय कȧ 
गणना कȧ जा सकती है जबͩक बहु लक तथा मÚयका कȧ नहȣ ं। 
समाÛतर माÚय के दोष (Demerits of Arithmetic Mean) 

1. यह माÚय Įेणी मɅ Ǒदये हु ये मूãयɉ मɅ से न होकर, उन सबसे अलग कोई मूãय भी हो 
सकता है। 

2. जब कोई संÉया मद बहु त बड़ी अथवा बहु त छोटȣ होती हɇ तो समाÛतर माÚय 
अवाèतͪवक होता है।  

3. इस माÚय को £ात करत ेसमय Ĥ×येक मद को समान मह×व Ǒदया जाता है, िजससे 
कई बार बड़ ेħमा×मक पǐरणाम ĤाÜत होते हɇ ।  

4. संमकमाला के एक भी पद मूãय का £ात न होने पर समाÛतर माÚय कȧ गणना नहȣ ं
कȧ जा सकती ।  

5. कई पǐरिèथǓतयɉ मɅ समाÛतर माÚय अवाèतͪवक, ħमपणू[, ğǑुटपणू[ तथा हाèयापद 
उ×तर Ĥèतुत करता है । Ĥाय: ऐसा खिÖडत Įेणी मɅ होता हɇ जैसे – åयिÈतयɉ कȧ 
संÉया 1, 2, 3, मɅ हो सकती है । 11

2
, 12

2
 , 13

2
 आǑद åयिÈत नहȣ ंहो सकते। 

6. समकं Įेणी का ͧसहंावलोकन माğ से समाÛतर माÚय को नहȣ ं Ǔनकाला जा सकता हɇ 
इसमɅ गणना आवæयक है । 
भाǐरत समाÛतर माÚय (Weighted Arithmetic Average) 
सरल समाÛतर माÚय का सबसे बड़ा दोष यह है ͩक यह समकं Įेणी के सभी मूãयɉ 
को समान मह××व देता हɇ जबͩक åयवहार मɅ ͩकसी मूãय का मह××व अͬधक तथा 
ͩकसी मूãय का मह××व कम होता है जैसे– ͩकसी पǐरवार के पाǐरवाǐरक बजट कȧ 
ͪवͧभÛन मदɉ का अलग–अलग मह××व होता है । ऐसी िèथǓत मɅ इन मूãयɉ के 
सापेͯ¢क मह××व को Úयान मɅ रखकर हȣ सहȣ माÚय कȧ गणना कȧ जा सकती है । 
जब माÚय £ात करत ेसमय Įेणी के ͪवͧभÛन मूãयɉ को आवæयकतानसुार कम या 
अͬधक मह××व Ǒदया जाता है तब इसे भाǐरत माÚय कहत े है । ͪवͧभÛन मूãयɉ से 
सàबिÛधत मह×व को दशा[ने वाले अंक हȣ भार कहे जात ेहै ।  
भार Ĥदान करना : भाǐरत समाÛतर माÚय कȧ गणना करते समय सव[Ĥथम समंकɉ को 
भार Ĥदान ͩकये जात े हɇ । भार वाèतͪवक तथा अनमुाǓनत हो सकत े हɇ । पदɉ के 
सापेͯ¢क मह×व को दशा[ने के ͧलए वाèतͪवक भार Ĥदान ͩकये जात ेहɇ । वाèतͪवक 
भार या तो èपçट Ǿप से Ǒदये जात ेहɇ और कभी–कभी आंकड़ɉ मɅ गͧभ[त भी होते है । 
वाèतͪवक भार अंकɉ मɅ åयÈत ͩकये जात ेहɇ इनका åयिÈतगत Įेणी मɅ Ĥयोग ͩकया 
जाता है । खिÖडत व सतत ्Įेणी मɅ आविृ×तयɉ को भार मान लेत ेहɇ, जो गͧभ[त भार 
का èवǾप है । जब भार èपçट अथवा गͧभ[त Ǿप से न Ǒदये गये हो तो पदɉ के 
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मह××व के आधार पर अनमुान के आधार पर भार Ĥदान करत े है । अनमुाǓनत भार 
ͪवæलेषणक×ता[ ɮवारा ͧभÛन–ͧभÛन होते हɇ । 
भाǐरत समाÛतर माÚय कȧ गणना – 
भाǐरत समाÛतर माÚय £ात करने कȧ रȣǓतया ँ:– 
1. Ĥ×य¢ रȣǓत 
2. लघ ुरȣǓत 
दोनɉ का वण[न इस Ĥकार है 
Ĥ×य¢ रȣǓत – 
1. यǑद Ĥæन मɅ भार न दे रखɅ हɉ तो मह××व के अनसुार अनमुाǓनत भार (w) Ĥदान 

करɅ। 
2. Įेणी के मूãयɉ (X) तथा उसके भारɉ (w) का गणुा करके उनका योग  (wx) 

Ǔनकाल लेत ेहै।  
3. मूãयɉ और भारɉ के गणुनफल के योग  (wx) मɅ कुल भार  (w) का भाग देत े

हɇ और ĤाÜत भजनफल हȣ भाǐरत समाÛतर माÚय होता है । 

सूğ,   
 w

w
w

 
 


  

लघ ुरȣǓत – 
1. ͩकसी भी मूãय को काãपǓनक भाǐरत माÚय (AW) मानकर मूãयɉ के ͪवचलन (dx) 

Ǔनकाले जात ेहै ।  
2. यǑद Ĥæन मɅ भार नहȣ ंदे रखे हɉ तो ͪवͧभÛन पदɉ को अनमुाǓनत भार Ĥदान करɅ। 
3. इसके पæचात किãपत माÚय से £ात ͪवचलनɉ (dx) को भार से गणुा करके उनका 

गणुनफल £ात करɅ ।  
4. ĤाÜत गणुनफलɉ के योग  (Wdx) मɅ कुल भार  (w) का भाग दɅ । 

सूğ,   
 w

wd
w

 
 


 

नोट : åयवहार मɅ भाǐरत समाÛतर माÚय Ǔनकालने के ͧलए Ĥ×य¢ रȣǓत का Ĥयोग 
ͩकया जाता है। 

उदाहरण : 15 
छाğविृ×त Ĥदान करने के ͧलए एक परȣ¢ा आयोिजत कȧ गयी । ͪवͧभÛन ͪवषयɉ को 
ͧभÛन–ͧभÛन भार Ĥदान ͩकये गये । तीन परȣ¢ाͬथ[यɉ के पǐरणाम इस Ĥकार हɇ –  

ͪवषय भार ĤाÜताकं ‘x’ ĤाÜताकं ‘y’ ĤाÜताकं ‘z’ 
लागत लेखांकन 5 70 65 90 
सांिÉयकȧ 4 63 80 75 
åयावसाǓयक 
सिÛनयम 

2 50 40 65 
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अथ[शाèğ 3 55 50 40 
बीमा 1 60 40 38 
उस परȣ¢ाथȸ को छाğविृ×त दȣ जायेगी िजसके सबसे Ïयादा औसत ĤाÜतांक हɉगे, 
बताइए ͩकसे छाğविृ×त ĤाÜत होगी? 

हल : उपयु [Èत Ĥæन को भाǐरत समाÛतर माÚय के ɮवारा हल करɅगे– 
भाǐरत समाÛतर माÚय कȧ गणना ͪवषय 

 भार x’के ĤाÜताकं ‘y’के ĤाÜतांक ‘z’ के ĤाÜतांक 
 ( )w  1( )x  1( )w  2( )  2( )w  3( )  3( )w  

लागत लेखाकंन 5 70 350 65 325 90 450 
सांिÉयकȧ 4 63 252 80 320 75 300 
åयावसाǓयक सिÛनयम 2 50 100 40 80 65 130 
अथ[शाèğ 3 55 165 50 150 40 120 
बीमा 1 60 60 40 40 38 38 

   927  915  1038 
( )
( )

w
w
w

 
 


  

अत: भाǐरत समाÛतर माÚय भाǐरत समाÛतर माÚय भाǐरत समाÛतर माÚय 
 ‘X’ ‘Y’ ‘Z’ 
 

1
927
15

w   2
915
15

w   3
1038

15
w   

 61.8
 

61.0
 

69.2
 उपयु [Èत ͪवæलेषण के आधार पर ‘जेड’ का भाǐरत समाÛतर माÚय सवा[ͬधक है अत: 

‘जेड’ को छाğविृ×त दȣ जायेगी ।  

8.8 गुणो×तर माÚय (Geometric Mean) 
गणुो×तर माÚय ͩकसी Įेणी के समèत पद मूãयɉ के गणुनफल का वह मूल (Root) 
होता है िजतनी उस Įेणी मɅ संÉयाएँ हɇ । यǑद Įेणी मɅ दो मूãय Ǒदए गए हɇ तो दोनɉ 
मूãयɉ के गणुनफल का वग[मूल (Square root) तथा तीन मूãय Ǒदए गए हɇ तो तीनɉ 
मूãयɉ के गणुनफल का घनमूल (Cube root) हȣ गणुो×तर माÚय माना जायेगा । 
गणुो×तर माÚय कȧ गणना हेत ुǓनàनांͩकत सूğ का Ĥयोग ͩकया जाता है –  

G.M. = 1 2 3 ..........n n     
G.M. = Geometric Mean (गणुो×तर माÚय) 
n = number of items (पदɉ कȧ संÉया) 
X1, X2, X3....... Xn = Values of items (पदɉ का मूãय) 
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Įेणी मɅ मूãयɉ कȧ संÉया अͬधक होने कȧ िèथǓत मɅ उपरोÈत सूğ से गणुो×तर माÚय 
कȧ गणना करना कǑठन हो जाता है । ऐसी िèथǓत मɅ लघगुणुक (Logarithm or 
Log) तथा ĤǓत–लघगुणुक (Antilogarithm) कȧ सहायता से गणुो×तर माÚय कȧ 
गणना कȧ जानी चाǑहए । लघगुणुकɉ के Ĥयोग कȧ िèथǓत मɅ गणुो×तर माÚय कȧ 
गणना Ǔनàन सूğानसुार कȧ जायेगी :–  

G.M.  = Antilog 1 2 3 ........Log Log Log Log n
N

      
  

 

Or G.M = Antilog Log
N
  

åयिÈतगत Įेणी (Individual Series) 
åयिÈतगत Įेणी मɅ गणुो×तर माÚय £ात करने हेत ु Ǔनàनांͩकत ĤͩĐया अपनाई 
जायेगी:– 
1. Įेणी मɅ Ǒदए गए मूãयɉ के लघगुणुक सारणी से £ात करत ेहɇ । 
2. सभी पदɉ के लघगुणुकɉ का योग करके ले से भाग Ǒदया जाता है ।  
3. ĤाÜत संÉया का ĤǓतलघगुणुक £ात करत ेहɇ जो ͩक गणुो×तर माÚय होगा ।  

उदाहरण :– 
Ǔनàनांͩकत दो Įेͨणयɉ के गणुो×तर माÚय £ात कȧिजए – 

I 3884 382 63 80.4 .03 .009 .005 

II 0.8974 0.0570 0.0081 0.5677 0.0002 0.0984 0.0854 0.5672 

हल :– गणुो×तर माÚय कȧ गणना  
Įेणी I Įेणी II 

X Log of X X Log of X 
3884 3.5893 0.08974 1.9530  
382 2.5821 0.0570 2.7559  
63 1.7993 0.0081 3.9085  
8 0.9031 0.5677 1.7541 
0.4 1.6021 0.0002 4 .3 0 1 0  
0.03 2.4771 0.0984 2.9930  
0.009 3.9542  0.0854 2.9315  
0.005 4.6990  0.5672 1.7538  
N=8 1.6062Logx   N=8 10.3508Logx   

   
Įेणी I Įेणी II  
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. . log LogxG M Anti
N

   
 

 . . . . LogxG M A L
N

   
 

  

 1.6062. .
8

A L    
 

 10.3508. .
8

A L    
 

  

  . . 0.2008A L  16 6.3508. .
8

A L    
 

 

 1.588   . . 2.7938A L  
 0.0622  
ǑटÜपणी – 

1. दशमलवाशं (mantissa) सदैव धना×मक (+) हɉगे जबͩक पणूाɍश (characteristics) 
धना×मक या ऋणा×मक दोनɉ मɅ से हो सकत ेहɇ । अतएव इनके योग करत ेसमय 
दशमलवाशं एक साथ जोड़ े जात े हɇ तथा हाͧसल (carry) को धना×मक होने से 
धना×मक पणूाɍक जोड़कर ऋणा×मक पणूाɍक घटा दȣ जायेगी । 

2. लघगुणुकɉ के योग करने पर पणूाɍक (characteristics) ऋणा×मक आने कȧ िèथǓत मɅ 
यह देखना चाǑहए ͩक पणूाɍक मɅ N का परूा भाग जाता है या नहȣ ं। N का परूा भाग 
नहȣ ंजाने कȧ िèथǓत मɅ पणूाɍक योग मɅ सशंोधन ͩकया जाता है । दशमलवांश सदैव 
धना×मक होने के कारण पणूाɍक का शेष दशमलवाशं के साथ शाͧमल नहȣ ं ͩकया 
जायेगा। पणू[ ͪवभाजन हेत ुऋणा×मक पणूाɍक मɅ ऐसी संÉया घटा दɅगे तथा उसी संÉया 
को दशमलवाशं मɅ जोड़ दɅगे । उपयु [Èत उदाहरण कȧ ɮͪवतीय Įेणी मɅ पणूाɍक (10) 
ऋणा×मक है तथा N=8 है िजससे पणू[ ͪवभाजन नहȣ ं हो सकता । इस िèथǓत मɅ 
ऋणा×मक 10 मɅ से 6 अंक घटाने पर 16  हो जाता है जो उसे पणू[ ͪवभाÏय है । 
इसी अंक को दशमलवाशं मɅ जोड़कर ल से ͪवभािजत ͩकया गया है । 
खिÖडत Įेणी (Discrete Series) :– 
खिÖडत Įेणी मɅ गणुो×तर माÚय £ात करने हेत ुǓनàनांͩकत ĤͩĐया अपनाई जाती है :– 

1 Įेणी के Ǒदए गए पद मूãयɉ के लघगुणुक £ात कर ͧलए जात ेहɇ । 
2 Ĥ×येक लघगुणुक को सàबिÛधत आविृ×त (f) से गणुा करत ेहɇ । 
3 गणुनफलɉ के योग  Logxf  को N से ͪवभािजत कर ĤǓतलघगुणुक £ात ͩकया 

जाता है िजसे गणुो×तर माÚय कहत ेहɇ । 
इस हेत ुǓनàनांͩकत सूğ का Ĥयोग ͩकया जाता है :–  

G.M. = A.L.

Logxf
N

 
    

उदाहरण :– 
Ǔनàनͧलͨखत समंकɉ से गणुो×तर माÚय £ात कȧिजए :– 

आकार 10 20 30 40 50 60 
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आविृ×त 12 15 25 10 6 2 
 हल :–  

आकार x f Log x Log xf 
10 12 1.0000 12.0000 
20 15 1.3010 19.5120 
30 25 1.4771 36.9275 
40 10 1.6021 16.0210 
50 6 1.6990 10.1940 
60 2 1.7782 3.5564 
  N=70  Log f =98.2139 

. . . . LogxfG M A L
N

   
 

 

98.2139. . . .
70

G M A L    
 

 

 . . . . 1.4070G M A L  

. . 25.30G M   
सतत ्Įेणी (Continuous Series) : सतत ्Įेणी मɅ गणुो×तर माÚय £ात करने कȧ 
ĤͩĐया खिÖडत Įेणी के समान हȣ है केवल इतना अंतर है ͩक सतत ्Įेणी मɅ वगा[Ûतरɉ 
के मÚय मूãयɉ को £ात करके उनका लघगुणुक £ात ͩकया जाता है । 
उदाहरण :– 
Ǔनàनांͩकत Įेणी से गणुो×तर माÚय £ात कȧिजए :– 
Weight (lbs) 100–104 105–109 110–114 115–119 120–124 
Frequency 24 30 45 65 72 

हल :– गणुो×तर माÚय कȧ गणना  
Weight (lbs) Mid value f  Log   Log f  

100–104 102 24 2.0086 48.2064 
105–109 107 30 2.0294 60.8820 
110–114 112 45 2.0492 92.2140 
115–119 117 65 2.0682 134.4330 
120–124 122 72 2.0864 150.2208 

  N=236  Log f  =485.9562 

. . . . LogxfG M A L
N

   
 
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485.9562. . . .
236

G M A L    
 

 

 . . . . 2.059G M A L  

. . 114.6G M   
भाǐरत गणुो×तर माÚय (Weighted Geometric Mean) :– 
समकं Įेणी के मूãयɉ का सापेͯ¢क मह××व अलग–अलग होने कȧ िèथǓत मɅ गणुो×तर 
माÚय को समाÛतर माÚय कȧ भाँǓत भाǐरत करना चाǑहए । भाǐरत गणुो×तर माÚय कȧ 
गणना मɅ आविृ×त (f) के èथान पर भार (W) का Ĥयोग करत ेहɇ । शेष गणना पवू[वत ्
हȣ रहती है । भाǐरत गणुो×तर माÚय कȧ गणना Ǔनàनांͩकत सूğ ɮवारा कȧ जायेगी :– 

. . . . LogxwWG M A L
sw

    
   

 
गणुो×तर माÚय का दरɉ तथा अनपुातɉ मɅ Ĥयोग :–  
गणुो×तर माÚय को ĤǓतशत वृͪ ƨ दरɉ तथा अनपुातɉ कȧ औसत दरɉ कȧ गणना मɅ भी 
ĤयÈुत करत ेहɇ । चĐवृͪ ƨ Þयाज, जनसंÉया वृͪ ƨ आǑद मɅ इसका उपयोग करत ेहɇ । 
इस हेत ुǓनàनांͩकत सूğɉ का Ĥयोग करत ेहɇ :–  

(i)  
0

1 N
NP P r   

(ii) 
0

1N
N

P
r

P
   

यहा ँ NP  Ǔनिæचत अवͬध के पæचात ्चर मूãय (Value of variable at the end 
of the period) 

0P  अवͬध के आरàभ मɅ चर मूãय (variable in the beginning of the 
period) 
N  वषɟ कȧ संÉया (Number of Years) 
r   ĤǓत इकाई पǐरवत[न कȧ दर (Rate of change per unit) 

उदाहरण :– 
यǑद 4 वष[ मɅ ͩकसी वèत ुकȧ कȧमत दगुनुी हो जाती है तो बताइये ͩक औसत वाͪष[क 
वृͪ ƨ कȧ दर ͩकतनी है?  

हल :– 
माना वèत ुका मूãय 100 है तो 4 वष[ पæचात ् 200 होगा अत: वाͪष[क वृͪ ƨ दर 
Ǔनàनानसुार £ात कȧ जायेगी :–  

0

1N
N

P
r

P
       0 100; 200; 4NP P N    
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4
200 1
100

    अथवा   2. . 1
4

LogA L    
 

 

0.3010. . 1
4

A L    
 

 या   . . 0.07525 1A L   

1.190 1 .19 19%     
गणुो×तर माÚय के गणु (Merits of Geometric Mean) :– 

1 इसके अÛतग[त बड़ ेमूãयɉ को कम भार तथा छोटे मूãयɉ को अͬधक भार देने से Įेणी 
संतुͧलत होती है ।  

2 Įेणी के पदमूãयɉ मɅ ͪवषमता कȧ िèथǓत मɅ यह माÚय उͬचत ĤǓतǓनͬध×व करता है । 
3 अनपुातɉ तथा ĤǓतशत दरɉ कȧ औसत गणना हेत ुउपयÈुत 
4 Įेणी के सभी मूãयɉ पर आधाǐरत माÚय होता है, अत: एक पद मूãय बदलने पर 

पǐरणाम भी बदल जात ेहɇ । 
5 उÍचèतरȣय गͨणतीय ͪववेचन हेत ुउपयÈुत ।  

गणुो×तर माÚय के दोष (Demerits of Geometrics Mean) :–  
1 जǑटल गणन ͩĐया; 
2 कोई भी एक मूãय ऋणा×मक या शूÛय होने पर गणुो×तर माÚय कȧ गणना असàभव; 
3 Įेणी का कोई भी मूãय अ£ात न हो अथा[त ्सभी पदमूãयɉ कȧ जानकारȣ आवæयक; 
4 बहु लक कȧ भाँǓत Ǔनरȣ¢ण ɮवारा गणना नहȣ ं
5 Įेणी मɅ Ǒदए गए वाèतͪवक मूãयɉ से बाहर आने कȧ संभावना होने से Įेणी का उͬचत 

ĤǓतǓनͬध×व नहȣ ं।  

8.9 हरा×मक माÚय (Harmonic Mean)  
ͩकसी समूह अथवा Įेणी के åय×ुĐमɉ के समाÛतर माÚय का åय×ुĐम हȣ हरा×मक 
माÚय है । अÛय शÞदɉ मɅ “ͩकसी समंक Įेणी के मूãयɉ कȧ संÉया को उनके åय×ुĐमɉ 
(Reciprocals) के योग से भाग देने पर जो भागफल ĤाÜत होता है, वह हरा×मक 
माÚय कहलाता है ।” åय×ुĐम से अͧभĤाय ऐसी संÉया से है 
जो 1 मɅ उस मूãय से भाग देने से उपलÞध होती है । उदाहरण के ͧलये 5 का 

åय×ुĐम 1 0.2
5
  होगा । åय×ुĐम को सारणी कȧ सहायता से भी £ात कर सकत ेहɇ । 

हरा×मक माÚय कȧ गणना (Calculation of Harmonic Mean) :– 
åयिÈतगत Įेणी (Individual Series) :– 

1 समकं Įेणी मɅ Ǒदए गए मूãयɉ के åय×ुĐम £ात ͩकये जात ेहɇ । इÛहɅ 1 मɅ सàबिÛधत 
संÉया का भाग देकर अथवा åय×ुĐम सारणी कȧ सहायता से £ात ͩकया जा सकता है 
। 
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2 सभी åय×ुĐमɉ का योग  ReciprocalX  £ात करके Įेणी के कुल पदɉ (N) का 
भाग देना चाǑहए । 

3 भाग देने पर ĤाÜत भागफल का पनु: åय×ुĐम देखना चाǑहए । यहȣ संÉया हरा×मक 
माÚय (H.M.) होगी ।  
हरा×मक माÚय को सूğ Ǿप मɅ Ǔनàनानसुार £ात करɅगे :– 

Re. . Re ciprocalxH M ciprocal
N

    
 

उदाहरण :– Ǔनàनांͩकत समकंɉ से हरा×मक माÚय £ात कȧिजए :– 
9.7; 0.0009; 178.7; 0.874; 1238; 0.012; 89.9; 78.4; 0.989; तथा 
0.008 
हल – हरा×मक माÚय कȧ गणना – 

पद मूãय åय×ुĐम 
9.7 0.1030 

0.0009 1111.1111 
178.7 0.0056 
0.874 1.1442 
1238 0.0008 
0.012 8.3333 
89.9 0.0111 
78.4 0.0128 
0.989 1.0111 
0.008 125.0000 
N=10  Re . 1246.7329c of    

1246.7329. . Re .
10

H M c     
 

 Re . 124.67329c  

. . 0.008H M   
खिÖडत सतत ्तथा Įेͨणयɉ मɅ हरा×मक माÚय (Harmonic Mean in Discrete 
and Continuous) :– 

1 सतत ्Įेणी मɅ वगा[Ûतर के मÚय ǒबÛद ु£ात कर उÛहɅ खिÖडत Įेणी के समान मान लɅ 
। मूãयɉ के åय×ुĐम  Reciprocalofx £ात करɅ । 

2 इन åय×ुĐमɉ को आविृ×त  f तथा भाǐरत हरा×मक माÚय कȧ िèथǓत मɅ  W  से 
गणुा करɅ तथा इनका योग  Re .c xf  ĤाÜत करɅ । 
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3 इस Ĥकार ĤाÜत योग मɅ आविृ×तयɉ अथवा भारɉ के योग का भाग देना चाǑहए । 
4 अंत मɅ ĤाÜत भागफल का åय×ुĐम £ात करना चाǑहए । इसे हȣ हरा×मक माÚय माना 

जायेगा । 
सूğ Ǿप मɅ :– 

 Re
. . Re

ciprocalsxf
H M ciprocals

N
 

  
 

 

उदाहरण :– 
Ǔनàनांͩकत समंकɉ से हरा×मक माÚय कȧ गणना कȧिजए :– 

ĤाÜताकं 0–10 10–20 20–30 30–40 40–50 
आविृ×त 5 10 7 3 2 

हल :– हरा×मक माÚय कȧ गणना  

ĤाÜताकं f आविृ×त x मÚय ǒबÛदु
1
x

 
 
 

 åय×ुĐम Re .c xf  

0–10 5 5 0.20000 1.00000 
10–20 10 15 0.06666 0.66667 
20–30 7 25 0.4000 0.28000 
30–40 3 35 0.02857 0.08571 
40–50 2 45 0.0222 0.04444 

 N=27   Re . 2.07682c xf   

 Re .
. . Re .

c xf
H M c

N
 

  
 

 

2.07682Re .
27

c    
 

 

Re .0.0769193c  
H.M. = 13 अंक 
हरा×मक माÚय का ͪवशेष उपयोग (Special use of Harmonic Mean) :– 
समय तथा दर से सàबिÛधत ऐसी समèयाओं मɅ जहाँ दर िजसे चल (Variable) Ǒदया 
गया हो ͩकÛत ुĤæन मɅ अचल (Constant) रखना हो अथवा दर मɅ अचल ͩकÛत ुĤæन 
मɅ चल रखना हो तो हरा×मक माÚय कȧ गणना कȧ जाती है । Ǔनàनांͩकत पǐरिèथǓतयɉ 
मɅ हरा×मक माÚय का Ĥयोग ͩकया जाता है :–  

1 औसत गǓत (Average speed) कȧ गणना :– इसके अÛतग[त गǓत ͧमनट ĤǓत 
ͩकलोमीटर Ǒदये जाने पर समय को चल तथा दरूȣ को अचल मानत ेहɇ । ͩकÛत ुगǓत 
ͩकलोमीटर ĤǓत घÖटा दȣ गई हो तो दरूȣ चल तथा समय अचल माना जायेगा । 
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2 मूãय का औसत £ात करने हेत ु:– यǑद दर एक Ǿपये कȧ पाँच ͩकलो मɅ दȣ जाये तो 
Ǿपया अचल तथा माğा चल मानी जायेगी । इसके ͪवपरȣत एक ͩकलो दस Ǿपये मɅ दȣ 
गई हो तो ͩकलो अचल तथा Ǿपया चल होगा । 

3 चलन वेग का औसत £ात करने हेत ु :– इसमɅ ͪवपरȣत दर £ात करने हेत ुहरा×मक 
माÚय £ात करना चाǑहए । 
उदाहरण : 
ǐरकूं एक ĥूट èटॉल से 5 Ǿ. ĤǓत ͩकलो कȧ दर से अमǾद Đय करता है । दसूरȣ 
èटॉल से 7 Ǿ. ĤǓत ͩकलो कȧ दर से तथा तीसरे èटȣल से 8 Ǿ. ĤǓत ͩकलो कȧ दर 
से Đय करता है । अमǾदɉ कȧ औसत दर Èया होगी?  
हल :– 
Ĥæन मɅ अमǾदɉ कȧ दर ĤǓत ͩकलो £ात करने हेत ुकहा गया है । दर £ात करने मɅ 
मूãय अचल है लेͩकन Ĥæन मɅ मूãय चल है अत: हरा×मक माÚय £ात करɅगे :–  

मूãय ĤǓत ͩकलो x  1
x  अथवा åय×ुĐम 

5 0.2000 
7 0.1429 
8 0.1250 

N=3  Re . 0.4679c ofx   

 Re .
. . Re .

c ofx
H M c

N
 

  
 

 

 
. .

Re .
NorH M
c ofx

 
   

 

3
0.4679
    

 

= Ǿ. 6.42 ĤǓत ͩकलो  
हरा×मक माÚय के गणु (Merits of Harmonic Mean) :– 

1 Įेͨणयɉ मɅ ͪवषमता अͬधक होने पर उपयÈुत; 
2 सभी मूãयɉ पर आधाǐरत होने से Ĥ×येक मूãय ɮवारा औसत Ĥभाͪवत; 
3 छोटे मूãयɉ को अͬधक तथा बड़ ेमूãयɉ को कम भार; 
4 समय, दर, गǓत आǑद के अÚययन हेत ुउपयÈुत  

हरा×मक माÚय के दोष (Demerits of Harmonic Mean) :–  
1 गणन ͩĐया जǑटल;  
2 Įेणी के सभी मूãयɉ कȧ जानकारȣ आवæयक; 
3 हरा×मक माÚय का मूãय Įेणी से बाहर होने कȧ िèथǓत मɅ परेू समूह का ĤǓतǓनͬध×व 

नहȣं। 
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लघगुणुक एव ंåय×ुĐम (Logarithms and Reciprocals) 
लघगुणुक :– Ǒदये गये आधार पर ͩकसी संÉया का लघगुणुक वह संÉया होती है िजसे 
आधार का घात (Power) बनाने पर ĤाÜत घात का मूãय दȣ हु ई संÉया के बराबर हो 
। 

X = लघ ु
Na  

इसे x = a आधार पर N का लघगुणुक पढɅगे । 
 34 4 4 4 64     
अतएव 64 का आधार 4 पर लघगुणुक 3 है ।  
लघगुणुक देखने मɅ सव[Ĥथम उस संÉया का पणूाɍश (Characteristics) £ात करत ेहɇ 
त×पæचात ्सारणी कȧ सहायता से दशमलवांश (Mantissa) £ात करना पड़ता है । 
लघगुणुक का पणूाɍक भाग पणूाɍश तथा ͧभÛन भाग दशमलवांश कहलाता है । 
पणूाɍश £ात करना :– 

(i) एक या एक से बड़ी संÉया का पणूाɍश :– ये सदैव धना×मक होते हɇ । ये संÉयाएँ 
पणूाɍक अथवा दशमलव सǑहत हो सकती है उदाहरणाथ[ 8, 63, 382, 38.84 या 
38.84 । पणूाɍक संÉयाओं के पणूाɍश £ात करने हेत ु(N–1) सूğ का Ĥयोग करत ेहɇ । 
अत: पणूाɍक संÉयाओं के पणूाɍश हमेशा उनके कुल अंकɉ कȧ संÉया से एक कम होगा । 
जैसे 8, 63, 382, 38.84 या 3.84 के पणूाɍश Đमश: 0, 1, 2, 1 होगा Èयɉͩक 
इनमɅ अंकɉ कȧ संÉया 1, 2, 3 तथा 2 है । दशमलव वालȣ संÉया एक से बड़ी हो तो 
दशमलव के पवू[ वाले अंकɉ कȧ संÉया के आधार पर पणूाɍश Ǔनधा[ǐरत होगा जैसा ͩक 
ऊपर 38.84 मɅ ͩकया गया है । 

(ii) एक से छोटȣ संÉया का पणूाɍश : ये सदैव ऋणा×मक हɉगे । पणूाɍश कȧ संÉया दशमलव 
के बाद और ͩकसी अंक के बीच आने वाले शूÛयɉ कȧ संÉया पर Ǔनभ[र है । दशमलव 
के बाद कोई शूÛय (Zero) हो तो पणूाɍश 1 एक शूÛय हो तो 2  तथा शूÛय होने पर 
3 होगा । इसमɅ (N+1) सूğ का Ĥयोग करत ेहɇ । यहा ँN से अͧभĤाय दशमलव के 
बाद ͩकÛत ुअंक से पहले आने वाले शूÛयɉ कȧ संÉया से है । इसमɅ ऋणा×मक ͬचéन 
(–) संÉया के पवू[ न लगाकर संÉया के ऊपर लगाया जाता है Èयɉͩक केवल पणूाɍश हȣ 
ऋणा×मक होता है, दशमलवाशं नहȣ ं।  
दशमलवाशं £ात करना :– 
इसे लघगुणुक सारणी कȧ सहायता से £ात करत े हɇ जो सदैव धना×मक होगा । 
लघगुणुक सारणी से दशमलवांश देखने हेत ुसंÉया का कम से कम 3 अंकɉ कȧ संÉया 
तथा अͬधक से अͬधक 4 अंकɉ कȧ संÉया तक सिÛनकटन करत ेहɇ । उदाहरणाथ[ 5 
तथा 525672 का दशमलवाशं देखना हो तो सव[Ĥथम 5 के आगे दो शूÛय ͧलखकर 
500 तथा 525672 को 5257 तक सिæकटन कर लɅगे। सिæकटन संÉया के Ĥथम दो 
अंक लघगुणुक सारणी के Ĥथम खाने मɅ उदĒ (Vertical) पिंÈत मɅ देखते हɇ । उसके 
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ठȤक सामने वाले ¢ैǓतज खाने मɅ तीसरा अंक सàबिÛधत खाने मɅ देखा जायेगा । वहȣ 
संÉया दशमलवांश (Mantissa) होगी । चौथा अंक होने कȧ िèथǓत मɅ उसे Ĥथम दो 
अंकɉ के सामने मÚयाÛतर (Mean Difference) मɅ चौथे अंक के नीचे कȧ संÉया 
£ात करके उपरोÈत तीन संÉयाओं के दशमलवाशं मɅ जोड़ दɅगे । यह दशमलवांश 
कहलायेगा । गणना कȧ ͪवͬध åयावहाǐरक Ǿप मɅ उदाहरण मɅ समझाई गई है। 
ĤǓतलघगुणुक (Anti Logarithms) :– 
ͩकसी संÉया का ĤǓत–लघगुणुक वह संÉया होता है िजसका लघगुणुक दȣ गई संÉया है 
। ĤǓतलघगुणुक £ात करने हेत ुसारणी का Ĥयोग करत ेहɇ िजसमɅ उदĒ Ǿप मɅ .00 से 
.99 तक संÉया होती है तथा उसी Ĥकार ¢ैǓतज खाने होत ेहɇ । लघगुणुक के दो भाग 
पणूाɍश तथा दशमलवांश होते हɇ । ĤǓतलघगुणुक £ात करत ेसमय पणूाɍश नहȣ ं देखा 
जाता है, केवल दशमलवांश हȣ देखा जाता है । दशमलवांश के Ĥथम दो अंक उदĒ 
खाने मɅ तथा तीसरा अंक उसके सामने ¢ैǓतज Ǿप मɅ सàबिÛधत खाने मɅ तथा चौथा 
अंक मÚयांतर मɅ £ात करके ĤाÜत संÉया मɅ दशमलव लगाने हेत ु पणूाɍश मɅ एक 
जोड़कर िजतना आये उतने अंकɉ के बाद दशमलव लगायɅगे । यहȣ ĤǓतलघगुणुक होगा 
। पणूाɍश ऋणा×मक होने पर पणूाɍश मɅ से एक घटाकर िजतना आये उतने शूÛय 
दशमलवाशं के ĤǓतलघणुक के बायीं ओर लगाकर दशमलव लगात े हɇ । उदाहरण मɅ 
åयावहाǐरक Ǿप मɅ èपçट कर Ǒदया गया है । 
åय×ुĐम (Reciprocals) :– 
ͩकसी पणूाɍक संÉया के åय×ुĐम का आशय उस संÉया का 1 मɅ भाग देना है । एक से 
बड़ी संÉया का åय×ुĐम दशमलव संÉया मɅ तथा एक से छोटȣ संÉया का åय×ुĐम एक 
से अͬधक होगा। åय×ुĐम सारणी देखने कȧ ͪवͬध लघगुणुक तथा ĤǓतलघगुणुक 
सारͨणयɉ के समान हȣ है केवल इतना सा अंतर है åय×ुĐम £ात करत े समय 
मÚयाÛतर (Mean Difference) को घटात ेहɇ । सारणी से ĤाÜत संÉया मɅ दशमलव 
ǒबÛद ुǓनधा[रण के Ǔनàनांͩकत Ǔनयम हɇ :– 

(i) यǑद मूल संÉया एक सं अͬधक है तो उस संÉया के पणूाɍक कȧ संÉया मɅ से 1 
घटाकर उतने शूÛय åय×ुĐम संÉया मɅ दशमलव ǒबÛद ुके बाद ͧलखɅगे । ͩकÛत ु1 के 
आगे केवल शूÛय संÉयाएँ हɉ तो इसमɅ अपवादèवǾप N–2 सूğ ĤयÈुत होगा । 

(ii) यǑद मूल संÉया 1 से कम हो तो दशमलव ǒबÛद ु के बाद िजतने शूÛय हɉगे उनकȧ 
संÉया मɅ 1 जोड़कर åय×ुĐम संÉया मɅ उतने अंकɉ के पæचात ्दशमलव ǒबÛद ुलगायɅगे। 
दशमलव वालȣ संÉया मɅ केवल अंक 1 हो तो N+2 का सूğ ĤयÈुत करɅगे åयावहाǐरक 
Ǿप मɅ उदाहरण मɅ समझाया गया है ।  

8.10 सारांश (Summary)  
सांिÉयकȧय समकंɉ के वगȸकरण एव ंसारणीयन से समकं सरल एव ंबोधगàय हो सकत े
हɇ ͩकÛत ुसमकं कȧ मह××वपणू[ ͪवशेषताएँ èपçट नहȣ ंहोती । सांिÉयकȧ मɅ ऐसा मूãय 
जो सàपणू[ समकं Įेणी को केÛġȣय Ĥविृ×त के सरल एव ंसाराशं Ǿप मɅ åयÈत करता 
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है, केÛġȣय ĤवǓृत का माप या माÚय कहलाता है । सांिÉयकȧय माÚय संकͧलत सामĒी 
को संͯ¢Üत Ǿप मɅ Ĥèतुत करत ेहɇ, दो या अͬधक समूहɉ के तुलना×मक अÚययन कȧ 
सुͪवधा Ĥदान करत ेहै, सàपणू[ समहू का ĤǓतǓनͬध×व करत ेहɇ तथा सांिÉयकȧय  
ͪववेचन के आधार होत ेहɇ । भावी ͩĐयाओं एव ंनीǓतयɉ के Ǔनधा[रण मɅ माग[दश[न Ĥदान 
करत ेहɇ । आदश[ माÚय सरल, èपçट, सभी मूãयɉ पर आधाǐरत, Ǔनिæचत, ĤǓतचयन 
के पǐरवत[नɉ से Ûयनूतम Ĥभाͪवत, Ǔनरपे¢ मूãय के साथ–साथ ऐसे हɉ िजनका 
बीजगͨणतीय ͪववेचन सàभव हो। 
माÚय तीन Ĥकार के होत े हɇ । िèथǓत सàबÛधी माÚयɉ मɅ बहु लक तथा मÚयका, 
गͨणतीय माÚयɉ मɅ समाÛतर माÚय, गणुो×तर माÚय, हरा×मक माÚय, ɮͪवघातीय माÚय 
तथा åयापाǐरक माÚयɉ मɅ चल माÚय, Ĥगामी या संचयी माÚय तथा संĒͬथत माÚय को 
शाͧमल ͩकया जाता है । ͩकसी Įेणी मɅ सवा[ͬधक पनुराविृ×त वाला मूãय बहु लक 
कहलाता है । बहु लक को संकेता¢र 'Z' से इंͬगत ͩकया जाता है । बहु लक कȧ गणना 
सरल है िजस पर असमान पदɉ का Ĥभाव नहȣ ंपडता, चरम मूãयɉ का Ûयनूतम Ĥभाव, 
Ûयादश[ पǐरवत[न से अĤभाͪवत, Įेणी के सभी पदɉ कȧ जानकारȣ आवæयक नहȣ ंजैसे 
गणु बहु लक मɅ पाये जात ेहɇ ͩकÛत ुयह गͨणतीय ͪवæलेषण हेत ुअनपुयÈुत है। सभी 
पदɉ कȧ समान आविृ×तयाँ होने पर बहु लक Ǔनधा[रण असभंव हɇ तथा सवा[ͬधक ħामक 
माÚय माना जाता है । मÚयका Įेणी को दो बराबर भागɉ मɅ बाँटता है । गणुा×मक 
ͪवषयɉ के अÚययन हेत ुमÚयका का Ĥयोग ͩकया जाता है । मÚयका हेत ुĮेणी के सभी 
पदɉ का पता होना आवæयक नहȣ ंहै । इस पर सीमाÛत पदɉ का कोई Ĥभाव नहȣ ंहोता 
हɇ । मÚयका हेत ुĮेणी को आरोहȣ तथा अवरोहȣ Đम मɅ åयविèथत करना आवæयक है 
। इसमɅ पदɉ के अǓनयͧमत ͪवतरण होने पर Ĥाय: ħमा×मक Ǔनçकष[ ĤाÜत होत ेहɇ । 
गͨणतीय माÚयɉ मɅ समाÛतर माÚय उ×कृçट माÚय माना जाता है । समाÛतर माÚय 
ͩकसी Įेणी का वह मूãय है जो उस Įेणी के सभी पदɉ के मूãयɉ के योग मɅ पदɉ कȧ 
कुल संÉया से भाग देने पर ĤाÜत होता है । इसमɅ बीजगͨणतीय गणु होने के कारण 
सांिÉयकȧय ͪवæलेषण मɅ ĤयÈुत ͩकया जाता है । Įेणी के सभी मूãयɉ पर आधाǐरत 
होता हɇ िजसके Ǔनधा[रण मɅ अनमुान का Ĥयोग नहȣ ंͩकया जाता है । संÉया के बहु त 
बड़ी या छोटȣ होने पर समाÛतर माÚय अवाèतͪवक होता है । एक भी पद £ात न होने 
पर इसकȧ गणना नहȣ ंकȧ जा सकती । भाǐरत समाÛतर माÚय कȧ गणना हेत ुĮेणी के 
ͪवͧभÛन मूãयɉ को आवæयकतानसुार कम या अͬधक मह××व Ǒदया जाता है ।  

8.11 शÞदावलȣ (Glossary) 
केÛġȣय Ĥविृ×त का माप (Measures of Central Tendency) :– समकंɉ के 
ͪवèतार के अÛतग[त िèथत ऐसा मूãय जो Įेणी के सभी मूãयɉ का ĤǓतǓनͬध×व करता 
है । 
िèथǓत सàबÛधी माÚय (Positional Average) :– िèथǓत माÚय ऐसा मूãय हɇ जो 
Įेणी के अÛतग[त बीच मɅ िèथत होने के आधार पर पǐरकͧलत ͩकया जाता हɇ । 
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बहु लक (Mode) :– एक समकं बटंन का वह मूãय िजसके Ǔनकट Įेणी कȧ इकाइया ँ
अͬधक से अͬधक केिÛġत होती हɇ । 
मÚयका (Median) :– वह केÛġȣय मूãय जो आरोहȣ अथवा अवरोहȣ Đम मɅ åयविèथत 
समकंमाला को दो बराबर भागɉ मɅ ͪवभािजत करता है । 
समाÛतर माÚय (Arithmetic Mean) :– समंकमाला के पदɉ के योग मɅ उनकȧ 
संÉया ɮवारा भाग देने पर ĤाÜत राͧश ।  

8.12 èवपरख Ĥæन (Self–Assessment Questions)  
1. सांिÉयकȧय माÚय से आप Èया समझत े हɇ? इसके मापने कȧ ͪवͧभÛन रȣǓतयɉ का 

उãलेख कȧिजए । 
2. एक माÚय ͩकस उƧेæय कȧ पǓूत[ करता है? ͪवͧभÛन Ĥकार के सांिÉयकȧय माÚयɉ के 

सापेͯ¢क गणु–दोषɉ कȧ ͪववेचना कȧिजए । 
3. केÛġȣय Ĥविृ×त के अÍछȤ माप के आवæयक त×वɉ कȧ ͪववेचना कȧिजए ।  
4. Ĥ×येक माÚय कȧ अपनी ͪवशेषताएँ होती हɇ । यह कहना कǑठन है ͩक कौनसा माÚय 

सबसे अÍछा हɇ?”इस कथन कȧ åयाÉया उदाहरण सǑहत कȧिजए । 
5. ͪवͧभÛन Ĥकार के सांिÉयकȧय माÚयɉ के सापेͯ¢क गणु दोषɉ कȧ ͪववेचना कȧिजए । 
6. भाǐरत माÚय कȧ पǐरभाषा दȣिजए । सरल समाÛतर माÚय से यह ͩकस Ĥकार ͧभÛन 

है। 
7. Ǔनàन पद मूãयɉ से बहु लक £ात कȧिजए – 

33, 20, 35, 50, 33, 35, 37, 25, 35, 34, 35  
(उ×तर : Z=35) 

8. एक टेलȣफोन एÈसचɅज मɅ ǓनरÛतर एक ͧमनट के अंतराल मɅ 240 आने वाले टेलȣफोन 
कॉलɉ कȧ संÉया Ǔनàनांͩकत आविृ×त बटंन मɅ दȣ गयी है । बहु लक £ात कȧिजए – 
कॉल कȧ संÉया : 0 1 2 3 4 5 6 7 
आविृ×त : 14 21 25 43 51 35 39 12 
(उ×तर : Z=25) 

9. Ǔनàनांͩकत सारणी से बहु लक £ात कȧिजए – 
ĤाÜताकं : 0–10 10–20 20–30 30–40 40–50 50–60 60–70 70–80 

ͪवɮयाͬथ[यɉ कȧ स.ं: 10 12 18 12 10 6 5 4 

(उ×तर : Z = 25) 
10. Ǔनàनांͩकत समंकɉ से बहु लक £ात कȧिजए –माप आविृ×त 
 3 से कम 2 
 5 से कम 5 
 7 से कम 10 
 10 से कम 15 
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 13 से कम 30 
 15 से कम 35 
 20 से कम 42 
 25 से कम 47 
 30 से कम 50 

(उ×तर : Z = 12.174) 
11. Ǔनàनांͩकत समंकɉ से बहु लक का मान £ात कȧिजए 

ĤाÜताकं (से अͬधक) 0 10 20 30 40 50 60 70 80 90 100 
आविृ×त 80 77 72 65 55 43 28 16 10 8 0 
(उ×तर Z = 55) 

12. नीचे दȣ गई सारणी से मÚयका £ात कȧिजए- 
18, 12, 17, 16, 6, 20, 23, 23, 37, 28, 24, 50, 55, 57, 60 
(उ×तर: M = 23)  

13. नीचे Ǒदये गये Įͧमकɉ कȧ मÚयका मजदरूȣ £ात कȧिजए – 
मजदरूȣ (Ǿ. मɅ)  20 50 12 30 65  
Įͧमकɉ कȧ संÉया  10 15 8 21 4  
(उ×तर : M = 30Ǿ.) 

14. ͩकसी क¢ा के छाğɉ के सांिÉयकȧ ͪवषय मɅ ĤाÜताकंɉ से मÚयका ĤाÜतांक £ात कȧिजए– 
ĤाÜताकं छाğɉ कȧ संÉया 
0–10 4 
10–20 9 
20–30 6 
30–40 13 
40–50 27 
50–60 21 
60–70 12 
70–80 8 

(उ×तर : M = 46.67) 
15. Ǔनàनांͩकत समंकɉ से मÚयका £ात कȧिजए – 

मÚय ǒबÛद ु: 115 125 135 145 155 165 175 185 195 
आविृ×त : 6 25 48 72 116 60 38 22 3 
(उ×तर: M= 153.793) 
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16. आपको Ǔनàनांͩकत अपणू[ आविृ×त ͪवतरण Ǒदया गया है । कुल आविृ×तयɉ का योग 
1000 तथा मÚयका मूãय 413.11 है । अ£ात आविृ×तयाँ £ात कȧिजए तथा बहु लक 
का मूãय £ात कȧिजए – 

मूãय (X) आविृ×तयाँ (f) 
300–325 5 
325–350 17 
350–375 80 
375–400 ? 
400–425 326 
425–450 ? 
450–475 88 
475–500 9 

(उ×तर: 1f = 227; 2f =248; Z= 413.98) 
17. Ǔनàनांͩकत समंकɉ से समाÛतर माÚय, मÚयका और बहु लक कȧ गणना कȧिजए – 
Đ.सं. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18  

ĤाÜतांक 17 32 35 33 15 21 41 32 11 18 20 20 11 15 35 23 38  12  

(उ×तर := 23.94; M = 21.5; Z = 16.62)  
18. दȣ गई खिÖडत Įेणी मɅ (अ) 15 को शूÛय (अथा[त ्किãपत माÚय) मानकर समाÛतर 

माÚय £ात कȧिजए तथा (ब) Ĥ×य¢ रȣǓत ɮवारा पǐरणाम कȧ जाँच कȧिजए – 
आकार : 20 19 18 17 16 15 14 13 12 11 
आविृ×त : 1 2 4 8 11 10 7 4 2 1 
(उ×तर: = 15.54) 

19. Ǔनàनांͩकत सारणी से माÚय, मÚयका और बहु लक £ात कȧिजए – 
मूãय : 10–20 10–30 10–40 10–50 10–60 10–70 10–80 10–90 10–100 
आविृ×त : 9 21 49 35 127 109 182 195 200  
(उ×तर  = 53.65, M = 53.57, Z = 53.75) 

20. Ǔनàनांͩकत Įेणी से समाÛतर माÚय और बहु लक £ात कȧिजए – 
मूãय : 6–10 11–15 16–20 21–25 26–30 
आविृ×त :  20 30 50 40 10  
(उ×तर :  = 17.67, Z = 18.83) 

21. दȣ गई सारणी का माÚय 50 है । परÛत ु 1f और 2f  कȧ आविृ×तयाँ उपलÞध नहȣ ंहै । 
अ£ात आविृ×तयाँ £ात कȧिजए – 
वग[ : 0–20 20–40 40–60 60–80 80–100 कुल 

आविृ×त : 17 1f  32 2f  19 120 
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(उ×तर : 1f  = 28; 2f  = 24) 
22. एक परȣ¢ा मɅ एक परȣ¢ाथȸ के ĤाÜतांक ĤǓतशत संèकृत 75, गͨणत 84, अथ[शाèğ 

56, अंĒेजी 78, राजनीǓतशाèğ 57, इǓतहास 54, भूगोल 47 । यह माना गया ͩक 
अंĒेजी, गͨणत व संèकृत के ĤाÜतांकɉ को दगुना भार Ĥदान ͩकया जाये । भाǐरत एव ं
अभाǐरत माÚय £ात कȧिजए। 
(उ×तर: w = 68.8; = 64.43) 

23. Ǔनàनांͩकत आंकड़ɉ से भाǐरत माÚय £ात कȧिजए – 
वाèतͪवक भारɉ और अनमुाǓनत भारɉ का Ĥयोग करके, और दोनɉ भाǐरत माÚयɉ मɅ 
अÛतर Ǒदखलाइए ।  

मद खच[ (Ǿ.) वाèतͪवक भार अनमुाǓनत भार 
खाɮयाÛन 940 7.5 5 
ͩकराया 200 2.5 5 
कपड़ा 500 1.5 4 
ईधन और रोशनी 250 1.0 2 
अÛय मद 240 0.5 1 
(उ×तर: w  (वाèतͪवक भार) = 666.92; w  (अनमुाǓनत भार) = 660.74) 

24. दस åयिÈतयɉ कȧ Ǔनàनांͩकत दैǓनक आय से गणुोतर माÚय तथा हरा×मक माÚय कȧ 
गणना कȧिजए:–  
Đ.स.ं 1 2 3 4 5 6 7 8 9 10 
Ǿपये 360 850 700 150 750 5000 80 450 2500 400 
(उ×तर : G.M. = Ǿ. 580.30; H.M. = Ǿ. 320.50) 

25. Ǔनàनांͩकत समंकɉ से गणुो×तर माÚय कȧ गणना कȧिजए :  
ĤाÜताकं आविृ×त ĤाÜताकं आविृ×त 
4–8 6 24–28 12 
8–12 10 28–32 10 
12–16 18 32–36 6 
16–20 30 36–40 2 
20–24 15   

(उ×तर: G.M. = 18.14) 
26. Ĥथम दशक मɅ जनसंÉया मɅ वृͪ ƨ 15%, दसूरे दशक मɅ 20% एव ंतीसरे दशक मɅ 

30% कȧ वृͪ ƨ हो तो औसत जनसंÉया वृͪ ƨ कȧ दर £ात कȧिजए । 
(उ×तर. G.M. = 121.5% जनसंÉया वृͪ ƨ दर 21.5%ĤǓत दशक) 

27. Ǔनàनांͩकत समंकɉ से हरा×मक माÚय £ात कȧिजए 
अंक 0–10 10–20 20–30 30–40 40–50 
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ͪवɮयाͬथ[यɉ कȧ संÉया 4 5 11 6 4 

(उ×तर : H.M. = 16.36) 
28. एक याğी कोटा से सवाईमाधोपरु 30 मील ĤǓत घÖटा कȧ चाल से याğा करता है तथा 

60 मील ĤǓत घÖटा कȧ चाल से वापस लौटता है । उसकȧ औसत गǓत £ात कȧिजए । 
(उ×तर : H.M. 40) 

8.13 उपयोगी पुèतकɅ  (Further Readings)  
1. शमा[, जैन, पारȣक, “åयावसाǓयक सांिÉयकȧ'', ͧशवम ्बकु हाउस (Ĥा.) ͧल., जयपरु 

(राज.) 
2. रंगा, गÜुता, गोयल, भटनागर, शाह, “åयावसाǓयक सांिÉयकȧ”, अजमेरा बकु कàपनी, 

जयपरु 
3. कैलाश नाथ नागर, “सांिÉयकȧ के मूल त×व”, मीना¢ी Ĥकाशन, मेरठ 
4. वीरेÛġ Ĥकाश शमा[, सामािजक अÛवेषण कȧ पƨǓतया,ँ पचंशील Ĥकाशन, जयपरु (राज.) 
5. Gupta, S.P. Statistical Methods, Sultani Chand & Sons, New Delhi. 
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इकाई–9 : ͪवचरण के माप एव ं ͪवषमता (Measures of 
Variation and Skewness) 

इकाई कȧ Ǿपरेखा 
9.0 उƧेæय 
9.1 Ĥèतावना 
9.2 ͪवचरण का अथ[ 
9.3 ͪवचरण के उƧेæय 
9.4 ͪवचरण के अÍछे माप कȧ ͪवशेषताएँ 
9.5 ͪवचरण के Ǔनरपे¢ एव ंसापे¢ माप 
9.6 ͪवचरण के माप 
9.7 सीमा रȣǓतया ँ
9.8 चतथु[क ͪवचलन  
9.9 माÚय ͪवचलन 
9.10 Ĥमाप ͪवचलन 
9.11 Ĥसरण एव ंͪवचरण गणुांक 
9.12 Ĥमाप ͪवचलन कȧ गͨणतीय ͪवशेषताएँ तथा गणु – दोष 
9.13 लॉरɅज वĐ 
9.14 ͪवषमता का अथ[ 
9.15 ͪवषमता के Ĥकार 
9.16 ͪवषमता कȧ जांच 
9.17 ͪवषमता के माप 
9.18 ͪवचरण एव ंͪवषमता के अÛतर 
9.19 साराशं 
9.20 शÞदावलȣ 
9.21 èवपरख Ĥæन 
9.22 åयावहाǐरक Ĥæन 
9.23 उपयोगी पèुतकɅ  

9.0 उƧेæय 
इस इकाई का अÚययन करने के पæचात ्आप : 

 ͪवचरण का अथ[ एव ंउसे मापने के उƧेæय समझ सकɅ गे । 
 ͪवचरण के Ǔनरपे¢ एव ंसापे¢ मापɉ मɅ अÛतर कर सकɅ गे । 
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 ͪवचरण के ͪवͧभÛन मापɉ – ͪवèतार, चतुथ[क, ͪवचलन, माÚयम ͪवचलन एव ंĤमाप 
ͪवचलन आǑद का पǐरकलन कर सकɅ गे । 

 ͪवषमता का अथ[ समझ सकɅ गे । 
 ͪवषमता कȧ ĤकृǓत धना×मक एव ंऋणा×मक ͪवषमता को समझ सकɅ गे । 
 ͪवͧभÛन मापɉ से ͪवषमता का पǐरकलन कर सकɅ गे । 
 ͪवचरण एव ंͪवषमता मɅ अÛतर कर सकɅ गे ।  

9.1 Ĥèतावना  
संकͧलत ͩकये गये सांिÉयकȧय समंक एक–दसूरे से काफȧ ͧभÛन होत े है । पद मूãयɉ 
कȧ ͧभÛनता के कारण हȣ सांिÉयकȧय माÚयɉ यथा समाÛतर माÚय, मÚयका, बहु लक के 
समकं माला कȧ केÛġȣय ĤवǓृत का £ान हो जाता है । केÛġȣय ĤवǓृत के मापɉ से हमɅ 
समकं माला कȧ बनावट का पता नहȣ ंचल पाता है अथा[त ्यह £ात नहȣ ंहोता है ͩक 
ͪवͧभÛन पद मूãयɉ का माÚय से Èया अÛतर है? अत: ͩकसी समकं माला का साथ[क 
ͪवæलेषण करने से उƧेæय से न केवल केÛġȣय ĤवǓृत के माप आवæयक हɇ अͪपत ु
ͪवचरण के मापɉ कȧ जानकारȣ भी आवæयक है । साथ हȣ माÚय के ͩकस और पदɉ का 
ǒबखराव अͬधक है अथा[त ् बटंन मɅ åयाÜत ͪवषमता कȧ ĤकृǓत कȧ जानकारȣ भी 
आवæयक है ।  

9.2 ͪवचरण का अथ[ (Meaning of Variation)  
ͪवचरण से आशय समकं माला के फैलाव (Spread) या ǒबखराव (Scatter) से है 
अथा[त ्समकं माला का Ĥ×येक पद माÚय से ͩकतनी दरूȣ पर हे या ǒबखरा हुआ है । 
अत: माÚय के दोनɉ ओर ͪवͧभÛन पद मूãयɉ के ǒबखराव कȧ सीमा को हȣ ͪवचरण 
(Variation) कहा जाता है । इसे अपͩकरण (Dispersion) भी कहत ेहɇ ͪवचरण शÞद 
का Ĥयोग दोनɉ अथɟ मɅ ͩकया जाता है 

1. ͪवचरण, ͩकसी भी समकं माला के अͬधकतम व Ûयनूतम मूãयɉ का अÛतर या ͪवèतार 
है; 

2. ͪवचरण समकं माला के माÚय से Ǔनकाले गये ͪवͧभÛन पद मूãयɉ के अÛतर का 
माÚयम है । 
दो समकं मालाओं का माÚयम समान होते हु ए भी उनकȧ बनावट अथा[त ्केÛġȣय ĤवǓृत 
के माप के चारɉ मूãयɉ मɅ पया[Üत अÛतर हो सकता है । ऐसे मɅ माÚय के आधार पर 
ͧलये गये Ǔनण[य ħामक हो सकत ेहै । इसे Ǔनàन उदाहरण से समझा जा सकता है । 
उदाहरण – 1 
तीन ͪवɮयाͬथ[यɉ A, B, व C के पांच ͪवषयɉ मɅ अͬधकतम अंक 100 मɅ से ĤाÜत 
ͩकये गये अंक Ǔनàनानसुार है :  
 ͪवषय A B C  
 सांिÉयकȧय 60 32 30 
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 लेखांकन 60 48 35 
 मुġा एव ंबɇͩ कंग 60 60 38 
 अथ[ शाèğ 60 75 97 
 ĤबÛध 60 85 100 
 कुल ĤाÜताकं 300 300 300 
 औसत / माÚय अंक  60 60 60 
उपरोÈत तीनɉ छाğɉ के माÚयम अंक बराबर हɇ । अत: माÚय के आधार पर Ǔनण[य 
ͧलया जाए तो तीनɉ छाğ समान èतर के Ĥतीत होते हɇ । यǑद ĤाÜतांकɉ को Úयान से 
देखɅ तो आप पायɅगे ͩक Ĥ×येक छाğ के ĤाÜतांकɉ मɅ ͪवचरण अÛय छाğɉ के ĤाÜतांको मɅ 
ͪवचरण से ͧभÛन है। 
छाğ A के ĤाÜतांको मɅ ͪवचरण शूÛय है जबͩक छाğ B के ĤाÜतांको मɅ ͪवचरण छाğ 
A के ĤाÜताकंो मɅ ͪवचरण से अͬधक हɇ तथा छाğ C के ĤाÜताकंो मɅ ͪवचरण सवा[ͬधक 
है । यǑद ĤǓत ͪवषय Ûयनूतम उ×तीण[ अंक 40 हɉ तो छाğ B एक ͪवषय मɅ तथा 
छाğ C तीन ͪवषयɉ मɅ अन×ुतीण[ हɇ । ऐसे मɅ माÚय के आधार पर ͧलया गया Ǔनण[य 
अशुƨ होगा । 
यह èपçट है ͩक केवल माÚयɉ के आधार पर समकं Įेणी कȧ सभी ͪवशेषताओं का 
£ान नहȣ ंहो पाता है । अत: समंक माला कȧ सàपणू[ ͪवशषेताओं कȧ जानकारȣ के ͧलए 
अनेक सांिÉयकȧय मापɉ यथा ͪवचरण या अपͩकरण, ͪवषमता एव ं पथृुशीष[×व का 
अÚययन भी आवæयक है ।  

9.3 ͪवचरण के उƧेæय (Objects of Variation)  
ͪवचरण (अपͩकरण) के मापɉ का पǐरकलन Ǔनàन उƧेæय से ͩकया जाता है – 

1. समकं माला के माÚय से ͪवͧभÛन पद मूãयɉ कȧ दरूȣ £ात करना । 
2. समकं माला कȧ बनावट जानने के ͧलए यह £ात करना कȧ माÚय के दोनɉ ओर मूãयɉ 

का फैलाव या ǒबखराव कैसा है । 
3. यह £ात करना ͩक माÚय ͩकस सीमा तक समकं माला का ĤǓतǓनͬध×व कर रहा है । 

अथा[त माÚय कȧ ͪवæवसनीयता कȧ जाचं करना । माÚय से ͪवचरण िजतना कम होगा 
। माÚय उतना हȣ अͬधक ͪवæवसनीय होगा । 

4. दो समंक मालाओं के ͪवचरण कȧ तुलना कर यह £ात करना ͩक ͩकस समंक माला मɅ 
ͪवचरण अͬधक है ।  

5. ͪवचरण कȧ ĤकृǓत एव ंकारण £ात करना ताͩक èवय,ं ͪवचरण को Ǔनयǒंğत ͩकया जा 
सके । 

6. ͪवचरण के माप अÛय सांिÉयकȧय रȣǓतयɉ यथा सहसàबÛध, ͪवषमता एव ंĤतीपगमन 
आǑद मे भी Ĥयोग ͩकये जात ेहɇ । 
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ͪवचरण के माप ͪवͧभÛन ¢ेğɉ मɅ ͪवचरण सàबÛधी समèयाओं का अÚययन करने के 
ͧलए मह×वपणू[ होत ेहɇ । åयापाǐरक एव ंऔɮयोͬगक ¢ेğɉ मɅ औसत उ×पादन, ओसत 
लागत एव ंऔसत लाभ आǑद से होने वाले पǐरवत[नɉ का ͪवæलेषण कर संèथा कȧ 
ĤगǓत का अनमुान लगाया जा सकता है । ͪवचरण के माप उ×पादन ǓनयÛğण एव ं
ͩकèम ǓनयÛğण मɅ भी उपयोगी साǒबत हु ए हɇ। आͬथ[क व सामािजक ¢ेğ मɅ आय व 
सàपि×त के ͪवतरण के अÚययन मɅ भी ͪवचरण के माप अͬधक सहायक ͧसƨ हु ए हɇ । 

9.4  चरण के अÍछे माप कȧ ͪवशषेताएँ  
एक अÍछे ͪवचरण माप मɅ Ǔनàनͧलͨखत ͪवशेषताएँ होनी चाǑहए: 

1 यह समझने एव ंगणना करने मɅ सरल होना चाǑहए । 
2 यह èपçट Ǿप से पǐरभाͪषत होना चाǑहए । 
3 यह समकं माला के सभी पद मूãयɉ पर आधाǐरत होना चाǑहए । 
4 इसका बीजगͨणतीय ͪवæलेषण संभव होना चाǑहए । 
5 इसमɅ ĤǓतचयन िèथरता होनी चाǑहए । 
6 यह सीमाÛत मूãयɉ से अͬधक Ĥभाͪवत नहȣ ंहोना चाǑहए ।  

9.5 ͪवचरण के Ǔनरपे¢ एवं सापे¢ माप  
ͩकसी भी समंकमाला के ǒबखराव, फैलाव, Ĥसार या ͪवचरण का माप उसी इकाई मɅ 
Ĥकट ͩकया जाए, िजसमɅ मूल समकं हɇ तो यह Ǔनरपे¢ माप (Absolute Measure) 
कहलाता है । 
जैसे उदाहरण – 1 मɅ छाğ C के ĤाÜताकंɉ का ͪवèतार 100–30=70 अंक है । यह 
ĤाÜताकंो के ͪवèतार का Ǔनरपे¢ माप हɇ । Ǔनरपे¢ माप मɅ उसी इकाई मɅ होत े है 
िजसमɅ मूल समंक हɇ । 
Ǔनरपे¢ माप का मुÉय दोष है ͩक इसके आधार पर दो या अͬधक Įेͨणयɉ का 
तुलना×मक अÚययन संभव नहȣ ं हɇ Èयɉͩक ͪवͧभÛन Įेͨणयɉ के माप अलग–अलग 
इकाइयɉ मɅ हो सकत ेहै । अत: तुलना×मक अÚययन के उƧेæय से ͪवचरण के Ǔनरपे¢ 
माप को सàबिÛधत माÚय से भाग देने पर जो अनपुात या ĤǓतशत आता है वह 
ͪवचरण के सापे¢ माप (Relative Measure) कहलाता है । इसे ͪवचरण या 
अपͩकरण गणुांक (Coefficient of Variation) भी कहत ेहɇ । दो समंक मालाओं कȧ 
तुलना हेत ुͪवचरण के सापे¢ माप का हȣ Ĥयोग ͩकया जाता है । 

9.6 ͪवचरण के माप (Measures of Variation) 
(अ) सीमा रȣǓतया ँ(Methods of Limits) 

1. ͪवèतार (Range) 
2. अÛतर चतुथ[क ͪवèतार (Inter Quartile Range) 
3. शतमक ͪवèतार (Percentile Range) 
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(ब) ͪवचलन माÚय रȣǓतया ँ(Methods of Averaging Deviation) 
1. चतथु[क ͪवचलन (Quartile Deviation) 
2. माÚय ͪवचलन (Mean Deviation) 
3. Ĥमाप ͪवचलन (Standard Deviation) 

(स) ǒबÛदरेुखीय रȣǓतया ँ(Graphic Method) 
1 लॉरɅज वĐ (Lorenz Curve) 

9.7 सीमा रȣǓतयाँ (Methods of Limits) 
1. ͪवèतार (Range) 

एक समकंमाला के सबसे बड़ े मूãय (Largest Value) व सबसे छोटे मूãय 
(Smallest Value) का अÛतर उसका ͪवèतार (Range) कहलाता है । एक सतत ्
Įेणी मɅ सबसे बड़ ेवगा[Ûतर कȧ उÍच सीमा व सबसे छोटे वगा[Ûतर कȧ Ǔनàन सीमा का 
अÛतर उसका ͪवèतार कहलाता है । ͪवèतार के अͬधक होने पर Įेणी अǓनयͧमत होती 
हɇ तथा कम होने पर Įेणी Ǔनयͧमत होती है । 
ͪवèतार गणना ͪवͬध 

Range or R = L–S L = Largest Value 
S = Smallest Value 

ͪवèतार गणुांक (Coefficient of Range) 

C of R = 
L S
L s

  

दो समंक मालाओं कȧ तलुना करने के ͧलए ͪवèतार का सापे¢ माप अथा[त ् ͪवèतार 
गणुांक £ात करना आवæयक है िजसकȧ गणना उपरोÈत सूğ से कȧ जाती है । 
उदाहरण – 2 
नीचे दो नगरɉ का कुछ Ǒदनɉ का तापĐम ͫडĒी सेÛटȣĒेट मɅ Ǒदया गया है : 
नगर A 10, 12, 5, –6, –10, 4, –3 
नगर B 12, 18, 14, 16, 15, 10, 10 
दोनɉ नगरɉ के तापĐम के ͪवèतार कȧ तुलना कȧिजए । 
हल : 

 नगर A  नगर B 

AR   = L–S BR  = L–S  
 = 12–(–10)  = 18–10 
 = 12+10  = 8 ͫडĒी सेÛटȣĒेड 
 = 22 ͫडĒी सेÛटȣĒेड  

दोनɉ नगरɉ के तापĐम का तुलना×मक अÚययन ͪवèतार के Ǔनरपे¢ माप से न करके 
ͪवèतार गणुांक से ͩकया जाएगा ।  
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ͪवèतार गणुांक – C of R = L S
L S



 

C of AR  =  
 

12 10
12 10

 

 
 C of BR  = 18 10

18 10



 

= 12 10
12 10




 या 22
2

 = 8
28

 

= 11  = 0.29 
यह èपçट है ͩक नगर A के तापĐम मɅ ͪवचरण अͬधक है । 
उदाहरण – 3 
Ǔनàन आंकड़ɉ से ͪवèतार एव ंͪवèतार गणुांक का पǐरकलन कȧिजए – 
मजदरूȣ (Ǿ. मɅ) 51–60 61–70 71–80 81–90 91–100 
åयिÈतयɉ कȧ स.ं 10 20 45 30 20 
हल : 
सव[Ĥथम समावेशी वगा[Ûतरɉ को अपवजȸ वगा[Ûतरɉ मɅ बदल ͧलया जाएगा । अत: Ĥथम 
वग[ कȧ Ûयनूतम सीमा 505 व अिÛतम वग[ कȧ उÍचतम सीमा 100.5 होगी । 
ͪवèतार (Range)    ͪवèतार गणुांक (Coefficient of 
Range)  

R =  L–S   C of R = L S
L S



 

= 100.5 – 50.5    = 100.5 50.5
100.5 50.5




 या 50
151

 

Range 50 ǽ.    ͪवèतार गणुांक = 0.33  
ͪवèतार के गणु –दोष  
ͪवèतार कȧ गणना बहु त सरल है । एव ंइसे आसानी से समझा जा सकता है। चू ंͩक 
ͪवèतार दो सीमाÛत मूãयɉ पर आधाǐरत होता है । अत: Įेणी के ͪवचरण का åयापक 
ͬचğ Ĥèतुत करता है। ͪवèतार का Ĥयोग वèतुओं कȧ ͩकèम Ǔनयğंण मɅ अͬधक 
उपयोगी होता है। 
उपयÈुत गणुɉ के बावजूद ͪवèतार का एक दोष यह है ͩक यह समèत पद मूãयɉ पर 
आधाǐरत न होकर केवल सीमाÛत मूãयɉ पर आधाǐरत है । अत: सीमाÛत मूãयɉ मɅ 
पǐरवत[न से ͪवèतार पǐरवǓत[त हो जाता है । ͪवèतार से समकं माला कȧ बनावट कȧ 
जानकारȣ भी नहȣ ं होती है । यह आविृ×त बटंन एव ंखुले ͧसरे वालȣ Įेणी (Open 
Ended Series) मɅ अनपुयÈुत है । 
ͪवèतार का उपयोग भौगोͧलक अÚययनɉ, तापĐम का ͪवèतार तथा èटॉक बाजार मे 
होने वाले उतार– चढ़ाव को £ात करने मɅ ͩकया जाता है । 

1 अÛतर चतुथ[क ͪवèतार (Inter Quartile Range) 
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एक समकं माला के उÍच चतथु[क 3Q  एव ंǓनàन चतथु[क 1Q  के अÛतर को अÛतर 
चतथु[क ͪवèतार कहत े है । यह मÚयवतȸ 50 ĤǓतशत पद मूãयɉ का ͪवèतार भी 
कहलाता है । इसे Ǔनàन सूğ से £ात ͩकया जाता है :–  

I.Q.R. = 3Q – 1Q  
IQR = अÛतर चतुथ[क ͪवèतार 

3Q  = उÍच चतुथ[क (Upper Quartile) 
Q1 = Ǔनàन चतथु[क (Lower Quartile) 

दोनɉ चतथु[कɉ कȧ गणना åयिÈतगत Įेणी, खिÖडत Įेणी एव ंअखिÖडत Įेणी मɅ ठȤक 
उसी Ĥकार से कȧ जाती है िजस Ĥकार. ͪपछलȣ इकाई मɅ बताया गया है । 
अÛतर चतुथ[क ͪवèतार के गणु –दोष 
ͪवèतार कȧ भांǓत अÛतर चतथु[क ͪवèतार सरल रȣǓत है । इस पर चरम मूãयɉ का 
Ĥभाव नहȣ ंपड़ता है । यह चरम / सीमाÛत मूãयɉ पर आधाǐरत न होकर उÍच एव ं
Ǔनàन चतुथ[कɉ पर आधाǐरत है । अत: यह ͪवèतार से Įेçठ है । यह Įेणी के सभी 
मूãयɉ पर आधाǐरत नहȣ ंहोता है। अत: Įेणी कȧ बनावट को èपçट नहȣ ंकरता है । 
इसका बीजीय ͪववेचन सभंव नहȣ ंहै । अत: यह ͪवचरण का असंतोषजनक माप है। 
शतमक ͪवèतार (Percentile Range) 
एक समकं माला के 90P  एव ं 10P  के अÛतर के शतमक ͪवèतार कहत ेहै । इसे समंक 
माला के मÚयवतȸ 80 ĤǓतशत पद मूãयɉ को ͪवèतार भी कहत ेहɇ । शतमक ͪवèतार 
का उपयोग मुÉयत: ͧश¢ा एव ंमनोͪव£ान सàबÛधी अÚययनɉ मɅ ͩकया जाता है । 
शतमक ͪवèतार £ात करने के ͧलए आवæयक 90P  एव ं 10P  कȧ गणना ͪपछलȣ इकाई 
मɅ बताये गये सूğɉ के अनसुार कȧ जाती है । शतमक ͪवèतार Ǔनàन सूğ से £ात 
ͩकया जाता है:– 

P.R = 90 10P P  
P.R = शतमक ͪवèतार 

90P  = 90 वां शतमक 

10P  = 10 वां शतमक 

शतमक ͪवèतार गणुांक (Coefficient of C.R.) 90 10

90 10

P P
P P




 

चू ंͩक 90P  एव ं 10P  का मूãय 9D  एव ं 1D  के बराबर होता है । अत: इस माप को 

9D  एव ं 1D  के आधार पर भी £ात ͩकया जा सकता है । 
शतमक ͪवèतार के गणु – दोष 
शतमक ͪवèतार रȣǓत ͪवचरण £ात करने कȧ अÛय सीमा रȣǓतयɉ से Įेçठ मानी जाती 
है। Èयɉͩक यह सीमाÛत मूãयɉ पर आधाǐरत नहȣ ं है और मÚयवतȸ 80 ĤǓतशत पदɉ 
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पर आधाǐरत है। इस रȣǓत का मुÉय दोष है ͩक यह सभी पद मूãयɉ पर आधाǐरत न 
होकर केवल दो मूãयɉ पर आधाǐरत है, इससे Įेणी कȧ बनावट का £ान भी नहȣ ंहो 
पाता है । 
उदाहरण – 4 
Ǔनàन आंकड़ɉ से अÛतर चतथु[क ͪवèतार, शतमक ͪवèतार एव ंशतमक ͪवèतार गणुांक 
का पǐरकलन कȧिजए – 
भार (ͩकĒा मɅ) : 42 43 44 45 46 47 48 49 
छाğɉ कȧ संÉया : 3 7 10 15 20 12 8 8 

हल : अÛतर चतथु[क ͪवèतार, शतमक ͪवèतार एव ं शतमक ͪवèतार गणुाकं का 
पǐरकलन 

भार (ͩकĒा. मɅ) आवǓृत संचयी आवǓृत 
42 3 3 
43 7 10 
44 10 20 
45 15 35 
46 20 55 
47 12 67 
48 8 75 
49 5 80 

1
1

4
NQ Sizeof th    

item  3
13

4
NQ Sizeof th    

item  

80 1
4

Sizeof th    
item  80 13

4
Sizeof th    

 item 

=Size of 20.25 Th item =Size of 60.75 th item  

1 45Q     3 47Q   
अतः अÛतर चतथु[क ͪवèतार IQR = Q3–Q1 

=47–45 = 2 ͩकĒा. 

10
110

100
NP Sizeof th    

item 
90

190
100
NP Sizeof th    

item 

80 110
100

Sizeof th    
item  

80 190
100

Sizeof th    
item  

= Size of 10 x.81 th item  = Size of 90 x.81 th item  
= Size of 831 th item   = Size of 72.9 th item 

10 43P      90 48P   
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अतः शतमक ͪवèतार PR = 90 10P P  
= 48–43= 5 ͩकĒा.  

शतमक ͪवèतार गणुांक (Coefficient of Percentile Range) 

C.Of P.R = 90 10

90 10

P P
P P




 = 48 43
48 43




 = 5
91

 = 0.055 

उदाहरण – 5 
ͩकसी परȣ¢ा मे 100 ͪवɮयाͬथ[यɉ के ĤाÜतांक Ǔनàन Ĥकार हɇ :– 
ĤाÜताकं 0–10 10–20 20–30 30–40 40–50 
ͪवɮयाͬथ[यɉ कȧ संÉया 7 5 40 11 7 

मÚयवतȸ 50 ĤǓतशत एव ंमÚयवतȸ 80 ĤǓतशत ͪवɮयाͬथ[यɉ के ĤाÜताकंɉ का ͪवèतार 
£ात कȧिजए ।  
हल : 
मÚयवतȸ 50 ĤǓतशत छाğɉ के ĤाÜतांकɉ कȧ सीमाएँ अÛतर चतथु[क ͪवèतार ɮवारा एव ं
मÚयवतȸ 80 ĤǓतशत छाğɉ के ĤाÜतांकɉ कȧ सीमाएँ शतमक ͪवèतार ɮवारा £ात कȧ 
जाएगी । अत: सव[Ĥथम उÈत समकंɉ से 1Q 3Q  10P  एव ं 90P  का पǐरकलन ͩकया 
जाएगा ।  
ĤाÜताकं ͪवɮयाͬथ[यɉ कȧ संÉया आविृ×त संचयी आवǓृत 
0–10 7 7 
10–20 35 42 
20–30 40 82 
30–40 11 93 
40–50 7 100 

Ǔनàन चतुथ[क    उÍच चतथु[क  

 1q  = Size of 
4
N th 
  

item  3q  = Size of 
4
N th 
  

item 

= Size of 100
4

th 
  

item  = Size of 3 100
4

th 
  

item 

= Size of 25 th item   = Size of 75 th item 

1q Group is 10–20    = 3q  Group is 20–30  

 1 1
iQ Li q c
f

       
1 3

iQ Li q c
f

    

 1010 25 7
35

       1020 75 42
40

    

10 1810
35


      10 3320
40


    
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= 10+ 5.14     =20+8.25 

1Q 15.14 अंक    3Q 28.25 अंक  
अत: मÚयवतȸ 50 ĤǓतशत छाğɉ के ĤाÜतांकɉ का ͪवèतार 3 1Q Q   
= 28.25 –15.14 = 13.11 अंक 

10वां शतमक    90 वां शतमक 

10 10
100
NP Size of th    

item  90 90
100
NP Size of th    

item 

100
100

Size of th    
item   

1003
100

Sizeof th    
item  

= Size of 10 th item   = Size of 90 th item 

10P Group is 10–20   90P  Group is 30–40  

 10 10
iP Li P c
f

       90 90
iP Li P c
f

    

 1010 10 7
35

       1030 90 82
11

    

10 310
35


      10 830
11


   

= 10+0.86    =30+7.27 
10P  10.86 अंक   90P  37.27 अंक  

अत: मÚयवतȸ 80 ĤǓतशत छाğɉ के ĤाÜतांकɉ का ͪवèतार 90 10P P   
= 37.27–10.86 = 26.41 अंक  

9.8 चतुथ[क ͪवचलन (Quartile Deviation) 
ततृीय चतुथ[क एव ंĤथम चतथु[क के अÛतर का आधा चतुथ[क ͪवचलन कहलाता है । 
चतथु[क ͪवचलन चतथु[क ͪवèतार का आधा होता है । अत: इसे अƨ[ अÛतर चतुथ[क 
ͪवèतार (Semi Inter Quartile Range) भी कहत ेहɇ। 
चतथु[क ͪवचलन कȧ गणना का सूğ :  

3 1. .
2

Q Q
Q D


  यहा ँ . .Q D चतथु[क ͪवचलन  

चतथु[क ͪवचलन का गणुांक (Coefficient of Quartile Deviation) 
चतथु[क ͪवचलन ͪवचरण का Ǔनरपे¢ माप है । जब दो Įेͨणयɉ का तुलना×मक 
अÚययन करना हो या ͪवचरण कȧ जानकारȣ करनी हो तो चतथु[क ͪवचलन गणुांक £ात 
ͩकया जाता है ।  

चतथु[क ͪवचलन गणुांक C. Of Q.D. = 3 1

3 1

Q Q
Q Q




 

उदाहरण – 6 
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Ǔनàनांͩकत दो Įेͨणयɉ मɅ ͪवचरण कȧ तुलना चतथु[क मापɉ ɮवारा कȧिजए :  
Wages (in Rs) Factory X 30 40 70 60 36 34 50 
Wages (in Rs) Factory Y 20 15 16 3 18 25 20 

हल :  
चतथु[क मापɉ ɮवारा ͪवचरण कȧ तुलना करने के ͧलए सव[Ĥथम दोनɉ Įेͨणयɉ के 
चतथु[क गणुांक £ात ͩकये जायɅगे िजसके ͧलए Ĥथम / Ǔनàन चतथु[क ( 1Q ) एव ंततृीय 
/ उÍच चतुथ[क ( 3Q ) कȧ गणना दोनɉ समकं मालाओं को आरोहȣ Đम मɅ रखकर 
Ǔनàनानसुार कȧ आएगी :–  

Factory X Factory Y 
Wages (in Rs) Wages (in Rs) 

30 15 
34 16 
36 18 
40 20 
50 20 
60 25 
70 30 

कारख़ाना X    कारख़ाना Y 

1
1

4
NQ Sizeof th    

item 3
13

4
NQ Sizeof th 
  

item 

7 1
4

Size of th    
Item  

7 13
4

Size of th    
item 

= Size of 2nd item   = Size of 2nd item 

1Q  = 34 ǽ.    = 1Q  = 16 ǽ. 

3 3 1
4
NQ Size of th    

item  3 3 1
4
NQ Size of th    

item 

7 13
4

Size of th    
item  

7 13
4

Size of th    
item 

3Q  = 60 ǽ.    3Q = 25 ǽ. 

चतथु[क ͪवचलन गणुांक C.of Q.D. = 3 1

3 1

Q Q
Q Q




 

कारखाना X    कारखाना Y 
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C. of Q.D. = 60 34
60 34




 or 26
94

  C. of Q.D. = 25 16
25 16




 or 

9
41

 

= 0.28 = 0.22 
अत: कारखाना X मɅ कारखाना Y कȧ तुलना मɅ ͪवचरण अͬधक है । 
उदाहरण – 7 
Ǔनàन समंकɉ से छाğɉ के ĤाÜतांकɉ का चतथु[क ͪवचलन गणुांक £ात करो । 
ĤाÜताकं (से कम) 10 20 30 40 50 60 70 
छाğɉ कȧ संÉया 3 8 15 25 33 37 40 

हल :  
पहले‘से कम’कȧ संचयी आवǓृत सारणी को साधारण आवǓृत सारणी मɅ पǐरवǓत[त कर 
दोनɉ चतथु[कɉ कȧ गणना Ǔनàनानसुार कȧ जावेगी :  

ĤाÜताकं छाğɉ कȧ संÉया आवǓृत संचयी आवǓृत 
0 – 10 3 3 
0 – 20 5 8 
20 – 30 7 15 
30 – 40 10 25 
40 – 50 8 33 
50 – 60 4 37 
60 – 70 3 40 

 N =40  
चतथु[कɉ का पǐरकलन 

1 4
Nq Size of th    

item  3 3
4
Nq Size of th    

item 

40
4

Size of th item    40
4

Sizeof th item 

= Size of 10 th item   = Size of 30 th 
item  

अत: 1Q वग[ = 20 – 30 होगा ।   अत: 3Q वग[ = 40 – 50 होगा । 

 1 1
iQ Li q c
f

        3 3
iQ Li q c
f

     

 1020 10 8
7

        1040 30 25
8

    
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10 220
7


       10 540
8


   

= 20+ 2.86     = 40+ 6.25 

1Q = 22.86 अंक     3Q  = 46.25 अंक  

चतथु[क ͪवचलन गणुांक = 
3 1

3 1

Q Q
Q Q


  

46.25 22.86
46.25 22.86





 23.39

69.11
  = 0.338 

चतथु[क ͪवचलन के गणु–दोष  
चतथु[क ͪवचलन को समझना आसान है एव ंयह गणना मɅ सरल है । इस पर चरम 
मूãयɉ मɅ पǐरवत[न का कम Ĥभाव पड़ता हɇ यǑद समंकमाला के आधे भाग का अÚययन 
करना हो तो यह माप उपयोगी है । इसके अनेक दोष भी हɇ । समèत पद मूãयɉ पर 
आधाǐरत न होने के कारण Įेणी कȧ बनावट का £ान नहȣ ं होता है । इसका 
बीजगͨणतीय ͪववेचन नहȣ ंͩकया जा सकता है । इसका बहु त कम Ĥयोग होता है।  

9.9 माÚय ͪवचलन (Mean Deviation) 
एक समंकमाला के सांिÉयकȧय माÚय (समाÛतर माÚय, मÚयका एव ं बहु लक) से 
Ǔनकाले गये ͪवचलनɉ का समाÛतर माÚय, उसका माÚय ͪवचलन कहलाता है । माÚय 
ͪवचलन समंकमाला के सभी पदɉ के ͪवचलनɉ का माÚय होता है । अत: यह ͪवचरण 
कȧ ͪवèतार रȣǓत एव ंचतथु[क ͪवचलन रȣǓत से Įेçठ माप होता है । माÚय ͪवचलन कȧ 
गणना करत ेसमय सभी ͪवचलनɉ को धना×मक माना जाता है । अथा[त ͪवचलन ͬचÛहɉ 
  कȧ उपे¢ा कर दȣ जाती है । 
माÚय ͪवचलन कȧ गणना करत ेसमय Ǔनàन बातɉ का Úयान रखा जाता है :– 

(i) माÚय का चयन: माÚय ͪवचलन समाÛतर माÚय, मÚयका एव ंबहु लक मे से ͩकसी एक 
माÚय से £ात ͩकया जा सकता है ͩकÛत ु åयवहार मɅ मÚयका को हȣ आधार माना 
जाता है, Èयɉͩक मÚयका एक िèथर, Ǔनिæचत एव ंĤǓतǓनͬध माÚय है । इससे Ǔनकाले 
गये ͪवचलनɉ का योग Ûयनूतम होता है । 

(ii) ͬचÛहɉ कȧ उपे¢ा: माÚय ͪवचलन कȧ गणना करत ेसमय गͨणतीय ͬचÛहɉ (+) अथवा (–
) को छोड़ Ǒदया जाता है Èयɉͩक समाÛतर माÚय से Ǔनकाले गये ͪवचलनɉ का बीजीय 
योग शूÛय होता है मÚयका से Ǔनकाले गये ͪवचलनɉ का बीजीय योग लगभग शूÛय 
होता है । 

(iii) ͪवचलनɉ का माÚय: समèत ͪवचलनɉ के योग मɅ पदɉ कȧ संÉया का भाग देने पर 
ĤाÜत मूãय माÚय ͪवचलन होता है । माÚय ͪवचलन को åयÈत करने के ͧलए Ēीक 
वण[माला का अ¢र   डेãटा (Small delta) का Ĥयोग ͩकया जाता है तथा 
उपसंकेतक के Ǿप मɅ उस माÚय का ͬचÛह Ĥयोग ͩकया जाता है, िजससे माÚय 
ͪवचलन कȧ गणना कȧ जा रहȣ है । 
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माÚय ͪवचलन कȧ गणना åयिÈतगत एव ंखिÖडत Įेͨणयɉ मɅ Ǔनàन सूğɉ से कȧ जाएगी 
:  

 åयिÈतगत Įेणी खिÖडत और अखिÖडत Įेणी 
सामाÛतर माÚय से माÚय ͪवचलन  dX

X
N




  
f dX

N


 

माÚयका से माÚय ͪवचलन  dm
M

N



  

f dm
N


 

बहु लक से माÚय ͪवचलन  z dz
z

N



  

dz
N


 

माÚय ͪवचलन गणुांक (Coefficient of Mean Deviation) 
माÚय ͪवचलन गणुांक £ात करत ेसमय माÚय ͪवचलन के Ǔनरपे¢ माप मे उस माÚय 
का भाग Ǒदया जाता है िजससे ͪवचलन £ात ͩकये गये हɇ । अत: माÚय ͪवचलन के 
सापे¢ माप को हȣ माÚय ͪवचलन गणुांक कहत ेहɇ । इसके ͧलए Ǔनàन सूğ का Ĥयोग 
ͩकया जाता है : 

Coefficient of Mean Deviation = ,
,

X
X


 
,
,

m
M


 
,
,
z

Z
  

सामाÛयत: बहु लक से माÚय ͪवचलन का åयवहार मɅ Ĥयोग नहȣ ंͩकया जाता है ।  
उदाहरण – 8 
ͪवɮयाͬथ[यɉ ɮवारा ĤाÜतांकɉ से मÚयका और माÚय ɮवारा माÚय ͪवचलन और उसका 
गणुांक £ात कȧिजए : 
ĤाÜताकं 52, 76, 31, 46, 46, 48, 60, 60, 65, 66,  
हल :  
माÚयका £ात करने के ͧलए समंक माला का आरोहȣ Đम मɅ होना आवæयक है । अत: 
सव[Ĥथम समंक माला को आरोहȣ मɅ रखकर Ĥ×य¢ रȣǓत से Ǔनàनानसुार माÚय ͪवचलन 
£ात करɅगे :  

Calculation of Mean Deviation 
S.No 
. 

X 
 

X= 55 
dx या

 
X X  

M= 56 
dm  या x m  

1 31 24 25 
2 46 9 10 
3 46 9 10 
4 48 7 8 
5 52 3 4 
6 60 5 4 
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7 60 5 4 
8 65 10 9 
9 66 11 10 
10 76 21 20 

 X= 550  104d X    104dm   

Median M = 
1

2
NSizeof th 
  

item Mean  XX
N


   

= 10 1
2

Sizeof th 
  

item    550
10

X   

= Size of 5.5th item     X  55 
5 6

2

th thSizeof item item


  
M = 52 60

2
  = 56  

मÚयका से माÚय ͪवचलन 
dm

m
N




  104
10

  = 10.4 

माÚय से ͪवचलन गणुाकं = m
m
  10.4

56
  = 0.186 

माÚय से माÚय ͪवचलन 
d X

X
N




  104
10

  = 10.4 

माÚय ͪवचलन गणुांक = X
X
  10.4

55
  = 0.189  

लघ ुरȣǓत (Short cut Method) 
åयिÈतगत Įेणी मɅ माÚय ͪवचलन लघ ुरȣǓत से भी £ात ͩकया जा सकता है । 
मÚयका से माÚय ͪवचलन कȧ गणना कȧ ĤͩĐया :  

(i) सव[Ĥथम मÚयका (M) का Ǔनधा[रण करɅ । 
(ii) मÚयका मूãय से बड़ ेपद मूãयɉ का योग (XA) एव ंमÚयका से छोटे पद मूãयɉ का 

योग (XB) £ात करɅ । 
(iii) Ǔनàन सूğ से माÚय ͪवचलन £ात करɅ : 

XA XBm
N

   
  

समाÛतर माÚय से माÚय ͪवचलन कȧ गणना ĤͩĐया :– 
1. सव[Ĥथम समाÛतर माÚय ( X ) का Ǔनधा[रण करɅ । 
2. समाÛतर माÚय से बड़ ेपद मूãयɉ का योग (XA) एव ंसमाÛतर माÚय से छोटे पद 

मूãयɉ का योग (XB) £ात करɅ ।  
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3. समाÛतर माÚय से बड़ ेपदɉ कȧ संÉया (NA) एव ंसमाÛतर माÚय से छोटे पदɉ कȧ 
संÉया (NB) £ात करɅ ।  

4. Ǔनàन सूğ से समाÛतर माÚय से माÚय ͪवचलन £ात करɅ : 
( )XA SB NA NB XX

N
    

  

यहा ँ: m  = माÚयका से माÚय ͪवचलन । 
X  = समाÛतर माÚय से माÚय ͪवचलन । 
XA  = माÚय से बड़ ेपद मूãयɉ का योग (Sum of the items above 

the Mean/Median)  
XB  = माÚय से छोटे पद मूãयɉ का योग (Sum of the items 

below the Mean/Median) 
NA = माÚय से बड़ ेपदɉ कȧ संÉया । 
NB = माÚय से छोटे पदɉ कȧ संÉया ।  
N = कुल पदɉ कȧ संÉया । 

उदाहरण – 9 
उदाहरण – 8 कȧ सचूनाओं से मÚयका से माÚय ͪवचलन कȧ गणना लघ ुरȣǓत (Short 
cut Method) से करɅ । 
हल: उदाहरण 8 मɅ दȣ गई गणना के अनसुार मÚयका (M) = 56 है । 
अत: XA  = 60+60+65+66+76 =327 

XB  = 31+46+46+48+52 =223 
XA XBm

N
   

  327 223
10


  104
10

  10.4  

उदाहरण – 8 मɅ कȧ गई गणना के अनसुार समाÛतर माÚय ( X ) = 55 है । 
अत: XA  = 60+60+65+66+76 = 327 

XB  = 31+46+46+48+52 =223 NA = 5, NB = 5, N = 
10 

(327 223) (5 5)55
10

X   
  104 (0) 55

10
 

   

104 0
10


  104
10

  10.4  

उदाहरण – 10 
Ǔनàन Įेणी से माÚय तथा मÚयका से माÚय ͪवचलन एव ंउसका गणुांक £ात कǐरये: 
Size : 10 15 20 25 30 35 
Frequency: 7 20 24 30 10 6 

हल :  
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Calculation of Mean Deviation from Median and Mean 
Siz
e X 

f fx From Median M=20 
(X–M) 

From Mean X =22 

(X– X ) 

C
F 
 

dm
 

f dm  d X

 

f d X  

10 7 70 10 70 12 84 7 
15 20 300 5 100 7 140 27 
20 24 480 0 0 2 48 51 
25 30 750 5 150 3 90 81 
30 13 390 10 130 8 104 94 
35 3 210 15 90 13 78 100 

 100N 
 

2200fx 

 
 540f dm    544f d X 

 

 

मÚयका से माÚय ͪवचलन    समाÛतर माÚय से माÚय ͪवचलन  

Median = Size of 1
2

th

N item    Mean = fx
N

  

= Size of 100 1
2

th

item     2200
100

  

= size of 50.5 th item    X  = 22  
f dm

m
N




  540
100

  = 5.40  d XX
N

 
  544

100
  = 5.44 

C.of mm
m
   5.40

20
  = 0.27 C.of  X X

X


 5.44
22

  = 0.247 

अखिÖडत या सतत ्Įेणी (Continuous Series) 
अखिÖडत या सतत ्Įेणी के अÛतग[त Ĥ×य¢ रȣǓत से माÚय ͪवचलन Ǔनकालने कȧ वहȣ 
रȣǓत है जो खिÖडत Įेणी मɅ ĤयÈुत होती है । मुÉय अÛतर यह है ͩक अखिÖडत Įेणी 
मɅ वगा[Ûतरɉ के मÚय ǒबÛद ुǓनकालने होत ेहै िजÛहɅ (X) माना जाता है जबͩक खिÖडत 
Įेणी मɅ (X) Ǒदये हु ये होत ेहɇ । शेष ͩĐयाएँ पवू[वत ्रहती है ।  
उदाहरण – 11 
कुछ कàपǓनयɉ कȧ दैǓनक ǒबĐȧ के Ǔनàन समकंɉ से माÚय एव मÚयका से माÚय 
ͪवचलन एव ंउनके गणुांक £ात कȧिजए : 
ǒबĐȧ (000 Ǿपये मɅ) 10–20 20–30 30–40 40–50 50–60 60–70  
कàपǓनयɉ कȧ संÉया 5 15 25 30 20 5 

हल : Calculation of Mean Deviation from Median and Mean 
Sales Mid f fx Median=41.67 Mean= 41 cf 
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in(‘000 
Rs.) 

value 
X 

(X–M) (X– X ) 
 

dm

 

f dm  d X

 

f d X   

10–20 15 5 75 26.67 133.35 26 130 5 
20–30 25 15 375 16.67 250.05 16 240 20 
30–40 35 25 875 6.67 166.75 6 150 45 
40–50 45 30 1350 3.33 99.90 4 120 75 
50–60 55 20 1100 13.33 266.60 14 280 95  
60–70 65 5 325 23.33 166.65 24 120 10 
  N=

100 4100
fx


 

 
1033.3

f dm 

 

 f d X
=1040 

 

 मÚयका (Median)    समाÛतर माÚय (Mean) 

2
Nm th    

      fxX
N


  

100
2

  = 50th item     4100
100

  =41 

 Median Group is =40–50  समाÛतर माÚय से माÚय ͪवचलन  

 iM Li m c
f

      
f d X

X
N




  1040
100

  = 10.40 

 1040 50 45
30

      C of XX
X

 
  10.40

41
  =0.254 

1 540
3

M 
  =41.67  

मÚयका से माÚय ͪवचलन एव ंगणुांक 
f dm

m
N




  1033.3
100

  = 10.33 

C.of mm
m
   10.33

41.67
  = 0.248  

खिÖडत एव ंअͨखÖडत Įेणी मɅ लघ ुरȣǓत से माÚय ͪवचलन कȧ गणना : 
खिÖडत Įेणी मɅ माÚय ͪवचलन कȧ गणना का आधार मãूय (X) Ǒदया हुआ होता है 
जबͩक अखिÖडत Įेणी मɅ वगा[Ûतरɉ के मÚय ǒबÛद ुको मãूय (X) माना जाता है, शेष 
गणना Ǔनàनानसुार कȧ जाती है :–  
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(i) िजस माÚय से माÚय ͪवचलन कȧ गणना कȧ जानी है उसे £ात करɅ । 
(ii) मूãय/मÚय मूãय एव ंआवǓृत (f) का गणुनफल (fx) £ात करɅ । 
(iii) माÚय मूãय से बड़ ेमूãयɉ एव ंउनकȧ आवǓृतयɉ के गणुनफल का योग एव ं ( fa) 

माÚय मूãय से छोटे मूãयɉ एव ंउनकȧ आवǓृतयɉ के गणुनकल का योग ( fb) £ात 
करɅ। 

(iv) ठȤक माÚय मूãय के बराबर वाले मूãय एव ंउसकȧ आवǓृत के गणुनफल को छोड़ Ǒदया 
जाता है।  

(v) समकंमाला कȧ कुल आवǓृत ( f) £ात करɅ । Ǔनàन सूğ का Ĥयोग ͩकया जाता है : 
(vi) Ǔनàन सूğ का Ĥयोग ͩकया जाता है: 

मÚयका से 

 A B A Bfx fx f f M
m

f


    


  

स. माÚय से  A B A Bfx fx f f
f


     

 


 

यहा ँ Afx  = सàबिÛधत माÚय से बड़ ेमूãयɉ एव ंउनकȧ आवǓृतयɉ के गणुनफल 
का योग । 

BfX  = सàबिÛधत माÚय से छोटे मूãयɉ एव ंआवǓृतयɉ के गणुनफल का योग ।  

Af  = सàबिÛधत माÚय से बड़ ेमूãयɉ कȧ आविृ×तयɉ का योग ।  

Bf  = सàबिÛधत माÚय से छोटे मूãयɉ कȧ आविृ×तयɉ का योग ।  
f  = कुल आविृ×तयɉ का योग ।  

उदाहरण – 12 
उदाहरण – 11 मɅ दȣ गई सूचनाओं से माÚय एव ंमÚयका से माÚय ͪवचलन एव ंउनके 
गणुांक का पǐरकलन लघ ुरȣǓत (Short Cut Method) से कȧिजए । 
हल :  

Calculation of Mean Deviation from Median and  
Seles 

(Rs’000) 
mid 
Value 
X 

f fx Median Mean(m)  
= 41.67 

 

Mean( )=41 
 

10–20 15 5 75 Bf =1325 Bfx =1325 
20–30 25 15 375 Bf =45 Bf =45 
30–40 35 25 875   
40–50 45 30 1350   
50–60 55 20 1100 Afx =2775 Afx =2775 
60–70 65 5 325 Af =55 Af =5 
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  f =100    
मÚयका से माÚय ͪवचलन      माÚय से माÚय ͪवचलन 

 A B A Bfx fx f f M
m

f


    



 

 A B A Bfx fx f f M
X

f


    



  

2775 1325 (55 45)41.67
100

  
   1450 (10 41)

100
 

   

1450 416.7
100


  1033.3
100

   1050 410
100


  1040
100

  

10.33m 
     

10.33m   

C. of m = m
M
  = 10.33

41.67
 = 0.248  C. of = 




 = 10.40
41

 

=0.254 
माÚय ͪवचलन के गणु–दोष : 
माÚय ͪवचलन समझने मɅ आसान एव ंगणना करने मɅ सरल है । यह समंकमाला के 
सभी पद मूãयɉ पर आधाǐरत है । यह चरम मूãयɉ से Ĥभाͪवत नहȣ ंहोता है । इसका 
मुÉय दोष यह है ͩक इनकȧ गणना मɅ गͨणतीय ͬचÛहɉ कȧ उपे¢ा कर दȣ जाती है । 
ͬचÛहɉ को छोड़ देने के कारण यह माप अशुƨ एव ंअव£ैाǓनक हो जाता है, अत: उÍच 
गणना मɅ Ĥयोग नहȣ ं रहता है । अÛय दोष यह भी है ͩक इसकȧ गणना माÚय, 
मÚयका एव ंबहु लक के आधार पर कȧ जा सकती है । अत: यह अǓनिæचत माप होती 
है ।  
उÈत दोषɉ के बावजूद माÚय ͪवचलन आͬथ[क, सामािजक एव ं åयापाǐरक ¢ेğɉ मɅ 
पया[Üत Ǿप से उपयोग ͩकया जाता है । आय व धन के ͪवतरण सàबÛधी असमानताओं 
का अÚययन इसी रȣǓत ɮवारा ͩकया जाता है ।  

9.10 Ĥमाप ͪवचलन (Standard Deviation)  
अभी तक ͪवचरण के िजन मापɉ का वण[न ͩकया गया है । उनका मुÉय दोष यह है 
ͩक या तो वे दो मूãयɉ पर आधाǐरत हɇ या माÚय ͪवचलन कȧ गणना मɅ ͬचÛहɉ का 
पǐर×याग कर Ǒदया जाता है। अत: वह गͨणतीय Ǿप मɅ अशुƨ है ऐसी दशा मɅ एक 
समकंमाला के ͪवचरणɉ के पǐरकलन का सवȾतक माप Ĥमाप ͪवचलन हȣ है । 
Ĥमाप ͪवचलन ͪवचरण का सवȾ×तम माप है Èयɉͩक इसकȧ गणना हमेशा समाÛतर 
माÚय से हȣ कȧ जाती है एव ंमाÚय से ͧलये गये ͪवचलनɉ के ͬचÛहɉ कȧ उपे¢ा नहȣ ं
कȧ जाती है अͪपत ु उनका वग[ कर ͧलया जाता है िजससे ऋणा×मक ͬचÛह भी 
धना×मक हो जात ेहɇ। अÛत मɅ ͪवचलन वगȾ का माÚय £ात कर उसका वग[ मूल £ात 
कर ͧलया जाता है । यहȣ Ĥमाप ͪवचलन का मूãय होता है । 
Ĥमाप ͪवचलन का सव[Ĥथम Ĥयोग Ĥͧसƨ सांिÉयक काल[ ͪपयस[न के ɮवारा ͩकया गया 
था । Ĥमाप ͪवचलन ͩकसी समंकमाला के समाÛतर माÚय से ͧलये गये ͪवचलनɉ के 
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वगȾ के समाÛतर माÚय का वग[मूल होता है । इसे माÚय ͪवħम (Mean Error), 
माÚय–वग[ ͪवħम (Mean Square Error) आǑद भी कहा जाता है । 
Ĥमाप ͪवचलन का गणुांक (Coefficient of Standard Deviation) 
Ĥमाप ͪवचलन एक Ǔनरपे¢ माप (Absolute Deviation) है जबͩक दो Įेͨणयɉ का 
तुलना×मक अÚययन करने हेतु Ĥमाप, ͪवचलन का सापे¢ माप £ात ͩकया जाता है, 
िजसे Ĥमाप ͪवचलन का गणुांक  
(Coefficient of standard Deviation) कहा जाता है िजसे Ǔनàन सूğ से £ात 
ͩकया जाता है:–  

.Cofficient of S D
x


 or 
  ୗ୲ୟ୬ୢୟ୰ୢ ୈୣ୴୧ୟ୲୧୭୬ 

୑ୣୟ୬
 

åयिÈतगत Įेणी मɅ Ĥमाप ͪवचलन £ात करने कȧ ĤͩĐया  
(अ) Ĥ×य¢ रȣǓत (Direct Method) 
1. Įेणी का समाÛतर माÚय £ात कȧिजए 
2. ͪवͧभÛन पद मूãयɉ का समाÛतर माÚय से ͪवचलन d=  X   £ात कȧिजए । 

3. ͪवचलनɉ के वग[ का उनका जोड़ 2d  £ात कȧिजए ।  
4. ͪवचलन वगɟ के जोड़ मɅ पदो कȧ संÉया का भाग दȣिजए 2d N    
5. ĤाÜत भागफल का वग[मलू £ात कȧिजए । यहȣ Ĥमाप ͪवचलन है । 

इसके ͧलए Ǔनàन सूğ का Ĥयोग ͩकया जाता है :–  
2d

N



  या 

 2
X

N

 
 

यहाँ –   = Ĥमाप ͪवचलन का संकेत । 
 2d  = माÚय से ͪवचलन वगȾ का योग ।  
N = पदɉ कȧ संÉया 

उदाहरण – 13 
एक फम[ कȧ माͧसक ǒबĐȧ के Ǔनàन आंकड़ɉ से Ĥमाप ͪवचलन और उसका गणुांक 
£ात कȧिजए। 

Month Jan. Feb
. 

Mar
. 

Apr. May. June. July. Aug. Sep. Oct. Nov. Dec. 

Sales (in 
‘000 Rs) 

10 12 18 25 40 32 32 24 37 15 15 40 

हल:  
Calculation of Standard Deviation (Direct Method) 

Month Sales (in ‘000 Rs.) X=25 
( X  ) =d 

2d  
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January 10 –15 225 
February 12 –13 169 
March 18 –7 49 
April 25 0 0 
May 40 15 25 
June 32 7 49 
July 32 7 49 

August 24 –1 1 
September 37 12 144 
October 15 –10 100 

November 15 –10 100 
December 40 15 225 
N = 12 x = 300  2d =1336 

समाÛतर माÚय    X
N
 = 300

12
   Ĥमाप ͪवचलन 

6 = 
2d

N


 = X = 1336
12

 

 111.33   
  = 10.55 ǽ. 

Ĥमाप ͪवचलन का गणुांक 

C. of S.D. 


  

=10.55
25

 = 0.422 

(ब) लघ ुरȣǓत (Short Cut Method) 
Ĥमाप ͪवचलन £ात करने कȧ Ĥ×य¢ रȣǓत तभी सरल रहती है जब समाÛतर माÚय का 
मूãय पणूाɍक मɅ हो । यǑद समाÛतर माÚय का मूãय दशमलव मɅ हो तो Ĥ×य¢ रȣǓत 
से Ĥमाप ͪवचलन कȧ गणना जǑटल हो जाती है । ऐसे मɅ Ĥमाप ͪवचलन गणना कȧ 
लघ ु रȣǓत का Ĥयोग उͬचत रहता है । लघ ु रȣǓत से Ĥमाप ͪवचलन £ात करने कȧ 
ĤͩĐया : 

1. ͩकसी भी एक मूãय को किãपत माÚय (A) मान ͧलया जाता है । 
2. किãपत माÚय से Ĥ×येक पद मूãय का ͪवचलन dx = (X–A) Ǔनकालकर उनका योग 

dx £ात ͩकया जाता है । 
3. ͪवचलनɉ के वग[ करके उनका जोड़ 2d x  £ात करत ेहɇ ।  
4. Ǔनàन मɅ से ͩकसी एक सूğ का Ĥयोग करके Ĥमाप ͪवचलन £ात कर लेत ेहɇ:–  
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(i) 
22d x dx

N N


      
  (ii))  

2 2d x A
N




    

मूãय (X) एव ंउनके वगȾ ( 2X ) के आधार पर Ĥमाप ͪवचलन 
किãपत माÚय Ǒदये मूãयɉ मɅ से ͩकसी मूãय को न मानकर, यǑद शूÛय (0) को माना 
जाए तो ऐसी िèथǓत मɅ dx = X (पद मूãय) के एव ं 2d x = 2x  के होगा अथा[त ्
Ĥमाप ͪवचलन कȧ गणना मूãयɉ के योग ( x ) एव ंउनके वगȾ के योग  2x  के 
आधार पर Ǔनàन सूğ से कȧ जा सकती है :– 

22x x
N N


      

  या   
2 2x

N



    

चू ंͩक A = 0 है । 
उदाहरण – 14 
उदाहरण –13 मɅ Ǒदये गये समंकɉ से लघ ु रȣǓत का Ĥयोग करके Ĥमाप ͪवचलन कȧ 
गणना कȧिजए।  
हल :  

Calculation of Standard Deviation (Short–cut Method) 
Month Sales 

(in ‘000 Rs) 
A = 32 

(X–A) = dx 

2d x  
2x  

January 10 –22 484 100 
February 12 –20 400 144 
March 18 –14 196 324 
April 25 –7 49 625 
May 40 8 64 1600 
June 32 0 0 1024 
July 32 0 0 1024 

August 24 –8 64 576 
September 37 5 25 1369 
October 15 –17 289 225 

November 15 –17 289 225 
December 40 8 64 1600 
N= 12 x =300 dx =(21–105)=–84 2d x =1924 2x =8836 

=A+ dx
N

 ; 32+ 84
7
  ; 32–7=25 हजार ǽ. 

Ĥथम सूğ के अनसुार    ɮͪवतीय सूğ के अनसुार  
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 = 
2 2d x dx

N N
 

      
2 2fd x X A

N



    

=  
21924 84

12 12
    

   =  21924 25 32
12

   

= 160.33 49      = 2160.33 ( 7)   

= 111.33     = 111.33  
  = 10.55 हजार ǽ.     = 10.55 हजार ǽ. 
मूल संÉया = X एव ंउनके वगȾ = 2X  के आधार पर Ĥमाप ͪवचलन  

  = 
22x x

N N
     

 

= 
28836 300

12 12
    

 

= 736.33 625  
= 111.33  
 =10.55 हजार ǽ. 
खिÖडत Įेणी मɅ Ĥमाप ͪवचलन £ात करने कȧ ĤͩĐया 

(अ) Ĥ×य¢ रȣǓत (Direct Method) 
1. Įेणी का समाÛतर माÚय () £ात कȧिजए । 
2. ͪवͧभÛन पद मूãयɉ का समाÛतर माÚय से ͪवचलन D = ( X  ) £ात कȧिजए । 
3. ͪवचलनɉ के वग[ 2d  £ात कȧिजए । 
4. ͪवचलनɉ के वगȾ को उनकȧ आविृ×त से गणुा कर उनका योग 2fd £ात कȧिजए ।  
5. Ǔनàन सूğ का Ĥयोग कȧिजए 

  = 
2fd

N


  या  = 
  2

f X

N

  
 

उदाहरण – 15 
Ǔनàन समंकɉ से Ĥ×य¢ रȣǓत ɮवारा Ĥमाप ͪवचलन एव ंउसका गणुाकं (Coefficient 
of S.D.) £ात कȧिजए । 
आकार : 20 22 24 26 28 30 32 
आवǓृत : 3 5 9 16 8 7 2 
हल :  

Calculation of Standard Deviation (Direct–Method) 
Size X f X =26  X   2d  2fd  fx  
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20 3 –6 36 108 60 
22 5 –4 16 80 110 
24 9 –2q 4 36 216 
26 16 0 0 0 416 
28 8 2 4 32 224 
30 7 4 16 112 210 
32 2 6 36 72 64 
 N = 50   2fd =440 fx =1300 

X = fx
N

  = 1300
50

    = 
2fd

N


 = 440
50

 या 8.8  

 = 2.966 आकार 

C. of S.D. X


 = 
2.966

26  0.114 
(ब) लघ ुरȣǓत (Short–cut Method) 

यǑद ͩकसी समकंमाला का समाÛतर माÚय दशमलव मɅ आता है तो Ĥ×य¢ रȣǓत से 
Ĥमाप ͪवचलन कȧ गणना ͩĐया जǑटल हो जाती है । ऐसी िèथǓत मɅ किãपत माÚय 
(A) से ͪवचलन लेकर Ĥमाप ͪवचलन का पǐरकलन Ǔनàन लघ ुरȣǓत से करना चाǑहए : 

1. Ǒदये हु ये मूãयɉ मɅ से ͩकसी एक मूãय को किãपत माÚय मान लȣिजए । 
2. किãपत माÚय से ͪवͧभÛन मूãयɉ का ͪवचलन dx=(X–A) £ात कȧिजए ।  
3. ͪवचलनɉ को उनकȧ आवǓृत (f) से गणुाकर fdx £ात कȧिजए तथा इस fdx को पनु: 

dx से गणुा कर 2fd x  £ात करɅ । 
4. उÈत (3) मɅ पǐरकͧलत fdx एव ं 2fd x  का योग fdx  एव ं 2fd x  £ात करे ।  
5. Ǔनàन सूğɉ मɅ से एक का Ĥयोग कर Ĥमाप ͪवचलन £ात करɅ:– 

(i) 
22fd x fdx

N N


      
  (ii)  

2 2fd x X A
N




    

यǑद A = 0 मानɅ तो मूãयɉ एव ंमूãयɉ के वगȾ सɅ भी Ĥमाप ͪवचलन £ात ͩकया जा 
सकता हɇ। इसके ͧलए मूãयɉ (X) एव ंउनके वगȾ ( 2X ) को आवǓृत (F) से गणुा कर 
उनके योग 2x f  एव ं fx  £ात करɅ ।  
त×पæचात ्Ǔनàन सूğ से Ĥमाप ͪवचलन £ात करɅ :–  

22X f fx
N N


 

  


 या  
2 2x f X

N



   

उदाहरण – 16 
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उदाहरण – 15 के समंकɉ कȧ सहायता से लघ ुरȣǓत का Ĥयोग कर Ĥमाप–ͪवचलन का 
पǐरकलन कȧिजए । 
हल : 

Size X f A=30 
(X–A) dx 

fdx 2fd x  मूãयɉ के वग[ एवं आवǓृत का गुणनफल 

fx 2x  2x f  
20 3 –10 –30 300 60 400 1200 
22 5 –8 –40 320 110 484 2420 
24 9 –6 –54 324 216 576 5184 
26 16 –4 –64 256 416 676 10816 
28 8 –2 –16 32 224 784 6272 
30 8 0 0 0 210 900 6300 
32 2 2 4 8 64 1024 2048 

 N=50  fdx =200 2fd x =1240 fx =1300  2x f =34240 

X = A+ fdx
N

  ; 30+ 200
50
  या 30–4=26 हजार Ǿ. 

A = 30 के आधार पर Ĥमाप ͪवचलन मूãयɉ के वगȾ के आधार परĤमाप ͪवचलन  
22fd x fdx

N N


         

22x f fx
N N


      

  

21240 200
50 50

     
   

234240 1300
50 50

     
 

24.8 16      684.8 676   
 

8.8     8.8   
= 2.966    =2.966 
अखिÖडत Įेणी मɅ Ĥमाप ͪवचलन 
अखिÖडत Įेणी मɅ Ĥमाप ͪवचलन £ात करने से पहले Ĥ×येक वग[ के मÚय मूãय (X) 
का पǐरकलन ͩकया जाता है तथा शेष ĤͩĐया खिÖडत Įेणी कȧ भांǓत हȣ अपनायी 
जाती है । अखिÖडत Įेणी मɅ Ĥमाप ͪवचलन Ǔनàन रȣǓतयɉ से £ात कर सकत ेहɇ :– 

1. Ĥ×य¢ रȣǓत (By Direct Method) 
 

2. लघ ुरȣǓत (By Short Cut Method) 
3. पद ͪवचलन रȣǓत (By Step Deviation Method) 

अखिÖडत Įेणी मɅ Ĥमाप ͪवचलन £ात करने कȧ Ĥ×य¢ रȣǓत एव ंलघ ुरȣǓत मɅ उÛहȣ ं
सूğɉ का Ĥयोग ͩकया जाता है जो खिÖडत Įेणी मɅ Ĥयोग ͩकये जात े हɇ । Ĥमाप 
ͪवचलन का पǐरकलन पद ͪवचलन रȣǓत मɅ Ǔनàनानसुार ͩकया जाता है :– 
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 किãपत माÚय (A) से ͪवचलन dx का पǐरकलन करत ेहɇ । 
 वग[ ͪवèतार के बराबर उभयǓनçठ गणुांक £ात ͩकया जाता है । 'd x dx i   
 'd x  का आविृ×त से गणुा कर 'fd x  एव ंउनका योग 'fd x  £ात करत ेहɇ। 

 'fd x को 'd x  से गणुा कर 
2 'fd x  एव ंउनका योग 

2 'fd x  £ात करत ेहɇ ।  
 Ǔनàन मɅ से ͩकसी एक सूğ का Ĥयोग कर Ĥमाप ͪवचलन £ात करत ेहɇ । 

(i) 
2' 'fd x fd xix

N N
       

 (ii)  22' 'i fd N fd x
n

      

उदाहरण – 17 
Ǔनàनͧलͨखत समंकɉ से Ĥ×य¢ एल लघ ुरȣǓत ɮवारा समाÛतर माÚय व Ĥमाप ͪवचलन 
£ात कȧिजए । 
Marks (Less then) 60 50 40 30 20 10 
No. of Students 100 96 86 45 18 5  
हल : 
सव[Ĥथम ‘से कम’ सचंयी बारàबारता सारणी को साधारण Įेणी मɅ पǐरवǓत[त कर आरोहȣ 
Đम मɅ रखकर Ǔनàनानसुार Ĥमाप ͪवचलन का पǐरकलन करɅगे : 

Marks Mid  
Value X 

f =30  d= X   2d  2fd  fx 

0–10 5 5 –25 625 3125 25 
10–20 15 13 –15 225 2925 195 
20–30 25 27 –5 25 675 675 
30–40 35 41 5 25 1025 1435 
40–50 45 10 15 225 2250 450 
50–60 55 4 25 625 2500 220 
  f =100   2fd =12500 fx =3000 

समाÛतर माÚय     Ĥमाप ͪवचलन 
fx

x
N

 
 

2fd
N

  
 

=
3000
100

   12500
100

  या 125  

=30 अंक     = 11.18 अंक 
Calculation of Mean and Standard of Deviation (Short Cut 
Method) 

Marks Mid 
Value 
X 

f A=35 
(X–A) 
dx 

fdx 2fd x  
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0–10 5 5 –30 –150 4500 
10–20 15 13 –20 –260 5200 
20–30 25 27 –10 –270 2700 
30–40 35 41 0 0 0 
40–50 45 10 10 100 1000 
50–60 55 4 20 80 1600 

  f =100  fdx = (180–680)–
500 

2fd x =15000 
 

समाÛतर माÚय     Ĥमाप ͪवचलन  
 

= A + fdx
N

    
22fd x fdx

N N


      
 

=35+ 500
100
    

215000 500
100 100

     
 

= 35 –5    150 25   या 125  
= 30     6 = 11.18 
उदाहरण – 18 
Ǔनàनͧलͨखत समंकɉ से Ĥमाप ͪवचलन तथा उसका गणुांक £ात कȧिजए ।  

Wages (in Rs.) No. of Person 
48 &Above 5 
40 and above 15 
32–40 20 
16–32 45 
8–24 32 
Less then 16 20 
Less then 8 8 

हल : 
सव[Ĥथम Ĥæन मɅ दȣ हु ई बारàबारता सारणी को 8–8 के वग[ वालȣ साधारण बारàबारता 
सारणी मɅ पǐरवǓत[त कर Ĥ×येक वग[ कȧ आविृ×त £ात करɅगे तथा पद ͪवचलन रȣǓत से 
Ĥमाप ͪवचलन कȧ गणना करɅगे :– 
Calculation of Standard Deviation and its coefficient (Step 
deviation Method) 

Wages 
(in Rs.) 

Mid 
Value X 

No. of 
Person f 

A = 28 
(X–A) dx 

dx i  
2'fd x  'fd x  
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i=8 'd x  
0–8 4 8 –24 –3 –24 72 
8–16 12 12(20–8) –16 –2 –24 48 
16–24 20 20(32–12) –8 –1 –20 20 
24–32 28 25(45–20) 0 0 0 0 
34–40 36 20 8 1 20 20 
40–48 44 10(15–5) 16 2 20 40 
48–56 52 5 24 3 15 45 

  f =100   'fd x =(–13) 2'fd x =245 

समाÛतर माÚय     Ĥमाप ͪवचलन  

= A + 'fd x
N

  x I   
22' 'fd x fd xix

N N


      
 

1328 8
100


  
   

2245 138
100 100

      
 

= 28–1.04 8 2.45 0.169x   
  
 =26.96 = 8 x 1.56   या 6 =12.48  
Ĥमाप ͪवचलन गणुांक 

Coefficient of Standard Deviation = 
,



 = 12.48
26.96

 = 0.463 

9.11 Ĥसरण एव ͪवचरण गुणांक (Variance and coefficient of 
Variation) 

9.11.1 Ĥसरण  

ͩकसी भी समंकमाला के समाÛतर माÚय से ͧलये गये ͪवचलनɉ के वगɟ का माÚय हȣ 
Ĥसरण कहलाता है । दसूरे शÞदɉ मɅ ͩकसी भी समकंमाला के Ĥमाप ͪवचलन का वग[ 
Ĥसरण होता –है । इसे अपͩकरण कȧ ɮͪवतीय घात भी कहत े हɇ । इसकȧ गणना 
Ǔनàनानसुार कȧ जा सकती है :– 
(i) Variance or V = 2x    

(ii) V = 
2d

N


 (åयिÈतगत Įेणी मɅ) 

(iii) V = 
2fd

N
  (खिÖडत एव ंअखिÖडत Įेणी मɅ) 
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9.11.2 ͪ वचरण गणुांक (Coefficient of Variation)  

Ĥमाप ͪवचलन एक Ǔनपे¢ माप है जबͩक दो या अͬधक समंक मालाओं कȧ तुलना 
करने के ͧलए सापे¢ माप £ात करना जǾरȣ होता है Ĥमाप ͪवचलन गणुांक भी सापे¢ 
माप है ͩकÛत ुइसका मान एक से कम एव ंदशमलव मɅ आता है । अत: दो Įेͨणयɉ 
कȧ तुलना करने मɅ असुͪवधा होती है । अत: ͪवचरण गणुाकं का Ĥयोग ͩकया जाता है 
। 
ͪवचरण गणुांक वाèतव मɅ Ĥमाप ͪवचलन गणुांक का ĤǓतशत Ǿप है अथा[त ् Ĥमाप 
ͪवचलन को समाÛतर माÚय से भाग देकर 100 से गणुा करने पर जो ĤǓतशत आता 
है वहȣ ĤǓतशत हȣ ͪवचरण गणुांक है । 

Coefficient of Variation of C.V. = 


 x 100 

काल[ ͪपयस[न के अनसुार “ͪवचरण गणुांक माÚय मɅ होने वाला ĤǓतशत ͪवचरण है 
जबͩक Ĥमाप ͪवचलन माÚय मɅ होने वाला कुल ͪवचरण है ।” ͪवचरण गणुांक का 
उपयोग दो Įेͨणयɉ मɅ िèथरता (Stability), एकǾपता (Uniformity), सजातीयता 
(Homogeneity), संगतता (consistencey), कȧ जांच के ͧलए ͩकया जाता है िजस 
समकंमाला का ͪवचरण गणुांक अͬधक होता है, वह रेणी अͬधक िèथर, असंगत, एव ं
Ïयादा ͪवचरण वालȣ मानी जाती है जबͩक दसूरȣ Įेणी Ïयादा एकǾप, िèथर एव ंसंगत 
मानी जाती है । 
उदाहरण – 19 
एक फूटबॉल मɇच मɅ दो टȣमɉ A और B के ɮवारा ͩकये गये गोलɉ कȧ संÉया Ǔनàन 
Ĥकार थी :– 
No. of Goals 0 1 2 3 4 
No. of Match A: 27 9 8 5 4 
  B: 17 9 6 5 3 
बताइये कौनसी टȣम का खेल अͬधक संगत या िèथर है । 
हल : 

Calculation of Mean and coefficient of Variation 
No of 
Goals 
Scored 

 

A=2 
(X–A) 

 

Team – A 
 

Team – B 
 

X dx fA fdx 2fd x  B
f  fdx 2fd x  

0 –2 27 –54 108 17 –34 68 
1 –1 9 9 9 9 –9 9 
2 0 8 0 0 6 0 0 
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3 1 5 5 5 5 5 5 
4 2 4 8 16 3 6 12 
  

AN
=53 

Afd  =–50 2
Bfd   

=138 
BN =40 Bfd 

= –32 

2
Afd 

=94 

Team – A     Team – B  
A

A
fdX A
N

 
       B

B
fdX A
N

 
   

502
53


        322
40


   

AX = 2–0.94     = 1.06 BX  = 2–0.8 = 1.20 

A
22

A Afd fd
N N

        
 B

22 2
B Bfd fd

N N
    

   
 

 

2138 50
53 53

     
    

294 32
40 40

     
 

A 2.6 0.890  = 1.31  A  2.35 0.64   = 1.31 

C.V. 100
X


 
1.31 100
1.06

    C.V. 100
X


   1.31 100
1.2

   

C.V. =123.58%   C.V. = 109.17%  
टȣम – B का खेल अͬधक संगत है Èयɉͩक उसमɅ ͪवचरण कȧ माğा कम है ।  

9.12 Ĥमाप ͪवचलन कȧ गͨणतीय ͪवशषेताएँ तथा गुण दोष 

9.12.1 गͨणतीय ͪवशेषताएँ 

1. यǑद ͩकसी समकंमाला के Ĥ×येक पद मूãय मɅ एक Ǔनिæचत संÉया जोड़ी जाए या 
घटायी जाए तो Ĥमाप ͪवचलन अपǐरवǓत[त रहेगा । 

2. यǑद ͩकसी समंकमाला के Ĥ×येक पद मूãय को एक Ǔनिæचत संÉया से गणुा ͩकया 
जाए अथवा भाग Ǒदया जाए तो Ĥमाप ͪवचलन भी उसी अनपुात मɅ बढ़ जाएगा या 
कम हो जाएगा अथा[त Ĥमाप ͪवचलन पर भी समान Ĥभाव पड़ेगा । 

3. यǑद दो या अͬधक समकंमालाओं का समाÛतर माÚय 1X 2X ........... nX  Ĥमाप 

ͪवचलन 1 , 2 ............. n  एव ंपदɉ कȧ संÉया 1N , 2N ........... nN  £ात हो तो 
सामूǑहक Ĥमाप ͪवचलन (Combined Standard Deviation) £ात ͩकया जा 
सकता है िजसकȧ गणना Ǔनàन सूğ से कȧ जाती है :–  

2 2 2 2
1 1 1 2 2 2

12
1 2

( ) ( ).......N D N D
N N


    




 

1 , 2 ............= Ĥ×येक Įेणी / समूह के Ĥमाप ͪवचलन का वग[ । 
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1N , 2N ...........= Ĥ×येक Įेणी मɅ पदɉ कȧ संÉया । 

1D , 2D .................= Ĥ×येक Įेणी के समाÛतर माÚय का सामǑूहक समाÛतर माÚय 
से अÛतर । 

12
x =सामूǑहक समाÛतर माÚय ।  
 

 121 1( )D X X  ;  122 2D X X   
4. ͩकसी भी समंकमाला के समाÛतर माÚय से पǐरकͧलत ͪवचलन वगȾ का योग अÛय 

ͩकसी भी माÚय से ĤाÜत ͪवचलन वगȾ के योग कȧ तुलना मɅ Ûयनूतम होता है । इसी 
कारण Ĥमाप ͪवचलन कȧ गणना समाÛतर माÚय से कȧ जाती है । 

5. Đͧमक ĤाकृǓतक अंकɉ का Ĥमाप ͪवचलन Ǔनàन सूğ से £ात ͩकया जा सकता है :  

21 ( 1)
12

N    

5. एक ĤसामाÛय वĐ का ¢ेğफल उसके समाÛतर माÚय एव ंĤमाप ͪवचलन से सàबÛध 
रखता है । इसके फलèवǾप एक ĤसामाÛय एव ंअसमͧमत बटंन X   मɅ 68–
27%, 2X  मɅ 95 .45% तथा 3X   मɅ 99.73% मूãयɉ का समावेश होता 
है ।  

9.12.2 Ĥमाप ͪवचलन के गणु–दोष  

Ĥमाप ͪवचलन अपͩकरण का सवȾ×तम माप माना जाता है Èयɉͩक इसमɅ एक अÍछे 
माप कȧ सभी ͪवशेषताएँ मौजूद हे । Ĥमाप ͪवचलन के Ǔनàनͧलͨखत गणु है :– 

 यह समकं माला के सभी पद मूãयɉ पर आधाǐरत होता है । 
 इसमɅ ͪवचलनɉ कȧ गणना आदश[ माÚय ( X ) से होने के कारण उÍचतर गͨणतीय 

रȣǓतयɉ मɅ इसका काफȧ Ĥयोग ͩकया जाता है । 
 इसका बीजगͨणतीय ͪववेचन ͩकया जा सकता है । 
 Ĥमाप ͪवचलन ĤǓतचयन उÍचावचनɉ से सबसे कम Ĥभाͪवत होता है । 
 यह एक èपçट एव ंǓनिæचत माप है । 
 Ĥमाप ͪवचलन दो समंकमालाओ मɅ ͪवचरणɉ कȧ तुलना करने, ĤसामाÛय वĐ के 

अधीनèथ ¢ेğफल £ात करने, ĤǓतदश[ मɅ ͪवͧभÛन मापɉ कȧ जांच करने आǑद मे 
अͬधक उपयोगी रहता है । इसीͧलए यह आदश[ माप कहलाता है । 
उÈत गणुɉ के उपराÛत इसके कुछ दोष भी है िजनमɅ इसकȧ गणन ͩĐया अÛय मापɉ 
कȧ तुलना मɅ जǑटल होना एव ंचरम मूãयɉ को अͬधक मह×व देना आǑद है । इसͧलए 
इसका अथ[शाèğ एव ंåयापाǐरक ¢ेğ मɅ सीͧमत Ĥयोग होता है ।  
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9.13 लॉरɅज वĐ (Lorenz Curve)  
अपͩकरण का ǒबÛदरेुखीय रȣǓत ɮवारा भी Ĥदश[न ͩकया जा सकता है । इस रȣǓत का 
सव[Ĥथम Ĥयोग डॉ. मैÈस ओ लॉरɅज ɮवारा ͩकया गया था इसͧलए इसे लॉरɅज वĐ 
कहत ेहɇ । इस रȣǓत का Ĥयोग मुÉय Ǿप से आय एव ंसàपि×त कȧ ͪवषमता को मापने 
के ͧलए ͩकया गया था जो अब लाभ, मजदरूȣ एव ंǒबĐȧ आǑद के अÚययन के ͧलए भी 
Ĥयोग ͩकया जाता है । इस रȣǓत का मुÉय दोष यह है ͩक दो बटंनɉ कȧ ͪवषमता को 
वĐ के माÚय से केवल Ĥदͧश[त ͩकया जा सकता है लेͩकन संÉया×मक मापन इससे 
संभव नहȣ ंहै । इसकȧ बनाने कȧ ͩĐया कǑठन है । 
लॉरɅज वĐ बनाने कȧ ͪवͬध Ǔनàन है :– 

1. सव[Ĥथम मूãयɉ या मÚय मूãयɉ के संचयी योग £ात ͩकये जाते हɇ एव ंसंचयी योग को 
संचयी ĤǓतशत मɅ बदल Ǒदया जाता है । 

2. मूãयɉ के समान हȣ आविृ×तयɉ को संचयी आविृ×त एव ंसंचयी आविृ×त ĤǓतशत मɅ 
बदल Ǒदया जाता है ।  

3. भुजा¢ (X–axis) पर सचंयी आविृ×तयɉ के ĤǓतशत 100 से आरàभ कर 0 तक दशा[त े
हɇ तथा कोǑट अ¢ (Y–axis) पर संचयी मूãय के ĤǓतशत 0 से 100 तक दशा[त ेहɇ । 

4. भुजा¢ पर 0 को कोटȣ अ¢ पर 100 से जोड़ती हु ई एक सीधी रेखा खींचत ेहɇ । इसके 
“समान ͪवतरण रेखा”(Line of Equal Distribution) कहत ेहɇ । 

5. Ĥ×येक बटंन के सàबिÛधत सचंयी आवǓृत ĤǓतशत एव ं संचयी मूãयɉ के ĤǓतशत 
रेखाͬचğ पर अंͩकत कर ͪवͧभÛन ǒबÛदओंु को ͧमलाने से जो वĐ तैयार होगा वहȣ 
लॉरɅज वĐ कहलाता है । 

6. लॉरɅज वĐ समान ͪवतरण रेखा के िजतना पास होगा, ͪवचरण कȧ माğा उतनी हȣ कम 
होगी और लॉरɅज वĐ समान ͪवतरण रेखा मɅ िजतना दरू होगा ͪवचरण कȧ माğा उतनी 
हȣ अͬधक होगी । 
उदाहरण – 20 
दो कारखानɉ मɅ मजदरूȣ ͪवतरण कȧ असमानताओं कȧ तुलना करने के ͧलए एक लॉरɅज 
वĐ बनाइए । 
मजदरूȣ Ǿ. : 50–70 70–90 90–110 110–130 130–150 
मजदरूɉ कȧ स.ं A : 20 15 20 25 20 
   B : 150 100 125 75 50 
हल :  
Calculation of Comulative Percentage of Values & Frequency 

Wages 
Mid 
Value 

Comulative 
Wages 

Cum. % Factory A Factory B 

   No.of Cum. Cum. No.of Cum. Cum. 
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Workers f % Workers f % 
60 60 12 20 20 20 150 150 30 
80 140 28 15 35 35 100 250 50 
100 240 48 20 55 55 125 375 75 
120 360 72 25 50 80 75 450 90 
140 500 100 20 100 100 50 500 100 

ऊपर वͨण[त ĤͩĐया का अनसुरण करत े हु ए भुजा¢ (X–axis) पर संचयी ĤǓतशत 
आविृ×त एक कोǑट अ¢ (Y–axis) पर संचयी ĤǓतशत मजदरूȣ को लेकर लॉरɅज वĐ 
बनायɅगे । ͬचğ –1 को देखɅ । 

 
ͬचğ –1 

उपरोÈत ͬचğ को देखने से èपçट है ͩक कारखाना – B का वĐ समान ͪवतरण रेखा के 
कारखाना – A के वĐ कȧ तुलना मɅ अͬधक दरू है । अत: कारखाना – B मɅ ͪवचरण 
अͬधक है ।  

9.14 ͪवषमता का अथ[ (Meaning of Skewness)  
एक समकंमाला कȧ केÛġȣय ĤवǓृत कȧ जानकारȣ सांिÉयकȧय माÚय से हो जाती है तथा 
समकं माला कȧ बनावट कȧ जानकारȣ ͪवचरण के मापɉ से हो जाती है ͩकÛत ुइन दोनɉ 
मापɉ से £ात नहȣ ंहो पाता है ͩक समकंमाला का èवǾप कैसा है अथा[त ्वह समͧमत 
है या असमͧमत है । आवǓृत बटंन के èवǾप को जानने के ͧलए ͪवषमता के मापɉ का 
Ĥयोग ͩकया जाता है । 
यǑद एक आविृ×त बटंन मɅ आवǓृतयाँ उसके माÚय से समान दरूȣ पर समान Ǿप से 
िèथत हɇ तो ऐसे बटंन को समͧमत बटंन कहत े हɇ । ͩकसी भी समंकमाला मɅ 
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समͧमतता के अभाव को ͪवषमता (Skewness) कहत े हɇ । ͪवषमता का माप एक 
ऐसा संÉया×मक माप होता है जो ͩकसी समंक माला कȧ असमͧमतता कȧ ĤकृǓत को 
èपçट करता है । इस Ĥकार ͪवषमता के माप से हमɅ यह पता चलता है ͩक यǑद 
आविृ×त बटंन का वĐ बनाया जाए तो वह समͧमत होगा या असमͧमत तथा 
असमͧमत बटंन कȧ Ǒदशा Èया होगी ।  
ͪवषमता के अथ[ को ठȤक Ǿप से समझने के ͧलए आविृ×त बटंन के दोनɉ Ĥकारɉ को 
समझना आवæयक है । ये दो Ĥकार के हो सकत े हɇ : (1) समͧमत बटंन (2) 
असमͧमत बटंन । 

(1) समͧमत बटंन : समͧमत बटंन मɅ आविृ×तयाँ एक Ǔनिæचत Đम मɅ बढ़ती हɇ तथा 
अͬधकतम होने के बाद उसी Đम मɅ आविृ×तयाँ घटती है । यǑद आविृ×तयɉ को हम 
ǒबÛदरेुखीय पğ पर Ĥदͧश[त करɅ तो उनका वĐ घÛटȣ के आकार वाला (Bell 
Shaped) होगा िजसे ĤसामाÛय वĐ (Normal Curve) कहत ेहɇ । यǑद आवǓृत वĐ 
के सवȾÍच ǒबÛद ुरो भुजा¢ अ¢र पर एक रेखा खींची जाए तो यह रेखा वĐ को ठȤक 
दो भागɉ मɅ बांट देगी । ऐसा वĐपणू[ समͧमत होगा िजसमɅ ͪवषमता का अभाव होता है 
। इसे Ǔनàन उदाहरण से समझा जा सकता है :– 
Size : 5–15 15–25 25–35 35–45 45–

55 
55–65 65–75 

F : 4 8 15 26 15 8 4 
उÈत बटंन मɅ आवǓृतयɉ का जमाव देखने से èपçट है ͩक आविृ×तयाँ िजस Đम से बढ़ȣ 
है तथा अͬधकतम आविृ×त 26 के बाद उसी Đम मɅ घटȣ हɇ । उÈत बटंन का यǑद 
समाÛतर माÚय मÚयका एव ंबहु लक का पǐरकलन ͩकया जाए तो समान = 40 होगा 
अथा[त X =Z=M=40 है । इस Ĥकार के बटंन मɅ ͪवषमता नहȣ ंहोती । 

 
ͬचğ–2 

(2) असमͧमत बटंन : असमͧमत बटंन मɅ आविृ×तयɉ के बढ़ने व घटने से Đम मɅ कोई 
समाÛता नहȣ ंहोती है अथा[त आविृ×तयाँ िजस Đम मɅ बढ़ȣ हɇ उसी कम मɅ आविृ×तयाँ 
घटती नहȣ ं है । ऐसे बटंन का वĐ घÛटȣनमुा नहȣ ं होता है यह शीष[ से एक ओर 
अͬधक झुका हुआ होता है । इसे Ǔनàन उदाहरण से समझा जा सकता है :– 
Size : 5–15 15–25 25–35 35–45 45–55 55–65 65–75 
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FA : 4 8 30 15 11 8 4 
ऐसे बटंन मɅ यǑद समाÛतर माÚय, मÚयका एव ं बहु लक £ात ͩकये जाए तो तीनɉ 
समान नहȣ ंआत ेहɇ । ऐसे बटंन मɅ ͪवषमता पायी जाती है ।  

9.15 ͪवषमता के Ĥकार 
ͪवषमता दो Ĥकार कȧ होती है : धना×मक ͪवषमता एव ंऋणा×मक ͪवषमता 

1. धना×मक ͪवषमता (Positive Skewness) यǑद असमͧमत बटंन का वĐ केÛġ से 
दाǑहनी ओर अͬधक झुका हो तो ऐसे बटंन मɅ धना×मक ͪवषमता पायी जाती है । ऐसे 
बटंन के माÚयɉ मɅ अÛतर होता है । समाÛतर माÚय का मãूय मÚयका से एव ंमÚयका 
का मूãय बहु लक से अͬधक होता है अथा[त ् X M Z   

 
2. ऋणा×मक ͪवषमता (Negative Skewness) यǑद असमͧमत बटंन का वĐ केÛġ से 

बायीं ओर अͬधक झुका हुआ हो तो ऐसे बटंन मɅ ऋणा×मक ͪवषमता पायी जाती है । 
ऐसे बटंन के माÚयɉ मɅ भी असमानता होती है । समानतर माÚय का मूãय मÚयका से 
कम एव ंमÚयका का मूãय बहु लक से कम होता है अथा[त ् X M Z   

 
ͬचğ–4 

9.16 ͪवषमता कȧ जांच (Test of Skewness)  
ͩकसी समकंमाला मɅ ͪवषमता कȧ जांच Ǔनàन आधार पर कȧ जा सकती है :– 
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1. माÚयɉ का सàबÛध : यǑद बटंन मɅ समाÛतर माÚय, मÚयका एव ंबहु लक एव ंबहु लक का 
मूãय समान नहȣ ंहो तो बटंन मɅ ͪवषमता होती है । समाÛतर माÚय एव ंबहु लक मɅ िजतना 
अͬधक अÛतर होता है ͪवषमता कȧ माğा उतनी अͬधक होती है अथा[त ् X M या X Z  

2. ͪवचलनɉ का योग : यǑद बटंन के मÚयका एव ं बहु लक से Ǔनकाले गये ͪवचलनɉ का 
बीजगͨणतीय योग शूÛय न हो तो बटंन मɅ ͪवषमता होती है । ͪवचलनɉ का योग शूÛय 
तभी हो सकता है जब मÚयका एव ंबहु लक का मूãय समाÛतर माÚय से बराबर हो । 

3. मÚयका से ͪवभाजन मूãयɉ कȧ दरूȣ : यǑद बटंन मɅ दोनɉ चतथु[कɉ कȧ मÚयका से दरूȣ 
समान नहȣ ंहो तो बटंन मɅ ͪवषमता पायी जाती है अथा[त ् 3 1( ) ( )Q M M Q    

4. बहु लक से दोनɉ ओर आविृ×त : यǑद बहु लक के दोनɉ ओर कȧ आविृ×तयɉ का योग समान 
नहȣ ंहो तो ͪवषमता पायी जाती है । 

5. वĐ: यǑद बटंन को ǒबÛदरेुखीय पğ पर अंͩकत करने पर बनने वाला ͬचğ घÛटȣनमुा न हो 
तो बटंन मɅ ͪवषमता पायी जाती है ।  

9.17 ͪवषमता के माप (Measures of Skewness)  
ͩकसी भी बटंन मɅ ͪवषमता कȧ माğा एव ंĤकृǓत कȧ जानकारȣ करने हेत ु ͪवषमता के 
माप का Ĥयोग ͩकया जाता है । ͪवषमता के माप Ǔनरपे¢ (Absolute) हो सकत ेहɇ 
अथवा सापे¢ (Relative) । ͪवषमता के Ǔनरपे¢ माप के बटंन मɅ åयाÜत ͪवषमता कȧ 
कुल माğा एव ं उसकȧ ĤकृǓत (धना×मक एव ं ऋणा×मक) £ात होती है लेͩकन दो 
समकंमालाओ के मÚय ͪवषमता कȧ तुलना Ǔनरपे¢ माप के आधार पर नहȣ ंकȧ जा 
सकती है । अत: ͪवषमता कȧ तुलना हेत ु सापे¢ माप £ात ͩकये जात े है िजÛहɅ 
ͪवषमता गणुांक (Co–efficient of Skewness) कहा जाता है ͪवषमता के सापे¢ 
माप कȧ गणना, ͪवषमता के Ǔनरपे¢ माप को उपयÈुत आधार से भाग देकर कȧ जाती 
है । ͪवषमता गणुांक को संकेता¢र J से åयÈत ͩकया जाता है । 
ͪवषमता मापन कȧ रȣǓतया ँǓनàन है :  

1. ͪवषमता का Ĥथम माप : यह माप समंकमाला के माÚयɉ कȧ िèथǓत पर आधाǐरत है । 
अत: इस माप को‘माÚय िèथǓत रȣǓत (Position of Average Method) भी 
कहत े है । एक असमͧमत बटंन मɅ समाÛतर माÚय, मÚयका एव ंबहु लक मɅ अÛतर 
पाया जाता है । अत: इन माÚयɉ का अÛतर हȣ ͪवषमता का Ĥथम माप कहलाता है । 
ͪवषमता गणुांक £ात करने के ͧलए इस माप को Ĥमाप ͪवचलन से भाग दे Ǒदया जाता 
है । काल[ ͪपय[सन का ͪवषमता गणुांक सव[Įेçठ माना जाता है । 

काल[ ͪपय[सन का ͪवषमता माप  काल[ ͪपय[सन का ͪवषमता गणुांक  

SK X Z       ( )X ZJ



   

यहाँ S.K. = Skewness J = Coefficient of Skewness 
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वकैिãपक सूğ – यǑद ͩकसी बटंन म ं बहु ल का मूãय अèपçट हो अथा[त बहु लक 
Ǔनधा[रण संभव न हो तो माÚयɉ के सàबÛध के आधार पर ͪवषमता मापन के Ǔनàन 
वकैिãपक सूğ का Ĥयोग ͩकया जाता है :  

3( )SK X M      3( )X MJ



  

उÈत वकैिãपक सूğ इस माÛयता पर आधाǐरत है ͩक थोड ेͪवषम बटंन मɅ बहु लक का 
मूãय माÚयɉ के अÛत[सàबÛध के आधार पर Ǔनàन सूğ से £ात ͩकया जा सकता है :  

3 2Z M X   
ͪवषमता माप कȧ सीमाएँ गणुांक सदैव 1  के मÚय होता है लेͩकन काल[ ͪपय[सन के 
वकैिãपक सूğ से पǐरकͧलत ͪवषमता गणुाकं कȧ सीमा 3  होगी । यǑद बटंन मɅ 
ͪवषमता गणुांक शूÛय हो तो ͪवषमता नहȣ ंहोगी । 
उदाहरण – 21 
Ǔनàन समंकɉ से अपͩकरण गणुांक और ͪवषमता गणुांक £ात कȧिजए । 

मजदरूȣ (Ǿ. मे) : 70–80 80–90 90–100 100–110 110–120 120–130 130–140 140–150 

åयिÈतयɉ कȧ संÉया : 12 18 35 42 50 45 20 8 

हल :  
अपͩकरण गणुांक एव ंͪवषमता गणुांक का पǐरकलन करने पवू[ समाÛतर माÚय ( X ), 
बहु लक ( Z ), एव ंĤमाप ͪवचलन ( )कȧ गणना कȧ जाएगी। 
Calculation of Mean and Standard Deviation  

Wages 
(in Rs.) 

Mid Value 
X 

No.of 
Persons f 

A=115(S–A) 
dx 

i=10 dx i 
'd  

'fd   2'fd   

70–80 75 12 –40 –4 –48 192 
80–90 85 18 –30 –3 –54 162 
90–100 95 35 –20 –2 –70 140 
100–110 105 42 –10 –1 –42 42 
110–120 115 50 0 0 0 0 
120–130 125 45 10 1 45 45 
130–140 135 20 20 2 40 80 
140–150 145 8 30 3 24 72 

  N=230   'fd =(109-214) 
=-105 

2'fd 
=733 

समाÛतर माÚय     Ĥमाप ͪवचलन 

'fdX A i
N

 
      

22' 'fd fdi
N N


         

 

105115 10
230


      
2733 10510

230 230
      
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110.43X      10 3.187 0.208   
17.26   

बहु लक  
1

1 2

Z Li i


  
  

 

सवा[ͬधक आवǓृत 50 है    Ĥमाप ͪवचलन गणुांक  

अत: बहु लक वग[ 110–120 होगा।  C of S.D. 
X


  17.26
110.43

  =0.156 

1 50 42 8     

2 50 45 5      
8110 10

8 5
Z   


   ͪवषमता गणुांक 

=110+6.15    X ZJ



  110.43 116.15
17.26


  

Z= 116.15    5.72
17.26


  =–0331 

2. ͪवषमता का ɮͪवतीय माप : यह माप ͩकसी समकंमाला मɅ उसकȧ मÚयका से दोनɉ 
चतथु[कɉ कȧ दरूȣ पर आधाǐरत है । यǑद मÚयका से Ĥथम चतुथ[क एव ंततृीय चतथु[क 
कȧ दरूȣ समान नहȣ ंहै तो बटंन मɅ ͪवषमता होती है इस माप का सव[Ĥथम Ĥयोग डॉ. 
बाउले ɮवारा ͩकया गया था । अत: इसे बाउले का ͪवषमता गणुांक कहत े है । इसे 
ͪवषमता का चतथु[क माप भी कहत े हɇ Èयɉͩक यह मÚयक एव ं दोनɉ चतुथ[को कȧ 
सापेͯ¢क िèथǓत पेर Ǔनभ[र करता है । बाउले का ͪवषमता माप एव ंगणुांक का सूğ 
Ǔनàन है ।  
बाउले का ͪवषमता माप    बाउले का ͪवषमता गणुांक 

3 1( ) ( )SKq Q M M Q       3 1

3 1

2
Q

Q Q M
J

Q Q





 

3 1 2Q Q M    
उदाहरण –22 
Ǔनàन आकड़ɉ से चतुथ[क ͪवचलन गणुांक एव ंͪवषमता गणुांक £ात कȧिजए । (बाउले 
का सूğ Ĥयोग करɅ) 
Marks : 1–5 6–10 11–15 16–20 21–25 26–30 
No of Students : 10 8 12 5 7 8 
हल:  
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चतथु[क ͪवचलन गणुांक एव ंͪवषमता गणुांक का पǐरकलन करने के ͧलए 1 3Q Q  एव ं
M कȧ आवæयकता होगी । अत: इनका पǐरकलन करɅगे । Įेणी समावेशी है अत: इसे 
असमावेशी मɅ पǐरवǓत[त करɅगे  
Calculation of coefficient of Dispersion & Bowley’s Coefficient 
of Skewness 

Marks No.of Persons F Cf 
0.5–5.5 10 10 
5.5–10.5 8 18 
10.5–15.5 12 30 
15.5–20.5 5 35 
20.5–25.5 7 42 
25.5–30.5 8 50 

Ĥथम चतथु[क     ततृीय चतुथ[क 

1q  Size of 
4
N th item   3Q   Size of 3

4
N th item  

= Size of 50
4
th item   = Size of 3 50

4
 th item  

1q Size of 12.5 th item   3Q   Size of 37.5 th item  

1Q Class = 5.5–10.5    3Q Class = 20.5–25.5 

1 1( )iQ Li q c
f

       3 3( )iQ Li q c
f

    

55.5 (12.5 10)
8

        520.5 (37.5 35)
7

     

2.55.5
8

       5 2.520.5
7


   

1Q  5.5+1.56     =20.5+1.786  

1Q  7.06     1Q 22.286 
मÚयका –  

m= Size of 
2
N th item या Size of 50

2
th item  

m = size of 25th item 
median Class = 10.5–15.5 

( )iM Li m c
f

      या 510.5 (25 18)
12

    

5 710.5
12


      या 10.5+2.92 या 13.42 
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चतथु[क ͪवचलन गणुांक    बाउले का ͪवषमता गणुांक  

C of Q.D. 3 1

3 1

Q Q
Q Q





    J.Q. 3 1

3 1

2Q Q M
Q Q





 

22.286 7.06
22.286 7.06





  22.286 7.06 (2 13.42)

22.286 7.06
  




 

15.226
29.346

  = 0.519  29.346 26.84
15.226


  = 0165 

3. ͪवषमता का ततृीय माप : इसी रȣǓत के अनसुार ͪवषमता का Ǔनरपे¢ माप, ततृीय 
अपͩकरण घात का घनमूल होता है । ͪवषमता गणुांक £ात करने के ͧलए ततृीय घात 
को Ĥमाप ͪवचलन से भाग दे Ǒदया जाता है åयवहार मɅ इसका बहु त कम Ĥयोग ͩकया 
जाता है इसके सूğ Ǔनàन है :–  

3
3. 3

d
SK

N


    (åयिÈतगत Įेणी मɅ)  

3
3. 3

fd
SK

N


    (खिÖडत एव ंअखिÖडत Įेणी मɅ) 

ͪवषमता गणुांक 
3

3
SKj



 

9.18 ͪवचरण एवं ͪवषमता मɅ अÛतर 
1. ͪवचरण / अपͩकरण के ɮवारा Įेणी के ͪवͧभÛन पद मूãयɉ का फैलाव या ǒबखराव या 

बटंन कȧ बनावट का £ात होता है जबͩक ͪवषमता के माप से यह £ात होता है ͩक 
आविृ×त वĐ समͧमत हे या असमͧमत । यǑद वĐ असमͧमत है तो ͪवषमता धना×मक 
है या ऋणा×मक । 

2. ͪवचरण से परूȣ समंकमाला के फैलाव या ǒबखराव का पता चलता है जबͩक ͪवषमता से 
माÚय के दोनɉ ओर के ͪवचरणɉ कȧ तुलना हो जाती है यह £ात होता है ͩक ͪवषमता 
धना×मक है या ऋणा×मक है ।  

3. ͪवचरण के माप ɮͪवतीय Įेणी के माÚयɉ पर आधाǐरत है जबͩक ͪवषमता के माप एव ं
ͪवषमता गणुांक Ĥथम Įेणी एव ंɮͪवतीय Įेणी के माÚयमɉ पर आधाǐरत है । 

4. ͪवचरण के माप Ĥाय: धना×मक होते हɇ जबͩक ͪवषमता के माप धना×मक या 
ऋणा×मक हो सकत ेहै ।  

5. ͪवचरण का £ात ǒबÛदरेुखीय ͬचğ से नहȣ ं ͩकया जा सकता जबͩक ͪवषमता कȧ 
जानकारȣ ǒबÛद ुरेखीय ͬचğ से हो सकती है । 

9.19 सारांश  
ͪवचरण समकंमाला के फैलाव या ǒबखराव को बताता है । इसका उपयोग माÚय से 
ͪवͧभÛन पद मूãयɉ का औसत ͪवचरण £ात करने के ͧलए ͩकया जाता है । ͪवचरण 
का पǐरकलन माÚय कȧ ͪवæवसनीयता का जांच करने के ͧलए भी ͩकया जाता हɇ । दो 
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या अͬधक समकंमालाओं को तुलना ͪवचरण के सापे¢ माप अथा[त ्गणुांक के आधार 
पर कȧ जाती है । एक अÍछा ͪवचरण माप सभी पद मूãयɉ पर आधाǐरत होना चाǑहए 
तथा वह ĤǓतचयन उÍचावनɉ से Ĥभाͪवत नहȣ ंहोना चाǑहए एव ंउसका बीजगͨणतीय 
ͪववेचन भी संभव होना चाǑहए । 
ͪवèतार, अÛतर चतथु[क ͪवèतार, शतमक ͪवèतार एव ंचतुथ[क ͪवचलन दो मूãयɉ पर 
हȣ आधाǐरत माप है । माÚय ͪवचलन कȧ गणना मɅ गͨणतीय ͬचÛहɉ कȧ उपे¢ा कर दȣ 
जाती है । अत: ये अÍछे माप नहȣ ंमाने जात ेहɇ । Ĥमाप ͪवचलन मɅ उÈत दोष नहȣ ं
है तथा समाÛतर माÚय पर आधाǐरत होने के कारण ͪवचलन वगɟ का योग Ûयनूतम 
होता है । अत: Ĥमाप ͪवचलन एक आदश[ माप माना जाता है । 
ͪवचरण के माप सàपणू[ समंक माला के ͪवचरण पर Ĥकाश डालत ेहɇ । उनसे समक 
माला मɅ आविृ×तयɉ के जमाव कȧ जानकारȣ एव ं केÛġ से ͩकस ओर ǒबखराव कम है 
एव ं ͩकस ओर अͬधक है इसकȧ जानकारȣ नहȣ ं ͧमलती है अत: ͪवषमता के मापɉ का 
पǐरकलन ͩकया जाता है िजनसे समकं माला मɅ åयाÜत ͪवषमता एव ंउसकȧ ĤकृǓत कȧ 
जानकारȣ हो जाती है ।  

9.20 शÞदावलȣ  
ͪवèतार – ͩकसी समंकमाला के सबसे बड़ ेव छोटे मूãय का अÛतर । 
अंतर चतथु[क ͪवèतार – ͪवचरण का एक माप जो Q3–Q1 पर आधाǐरत है । 
चतथु[क ͪवचलन – अÛतर चतथु[क ͪवèतार का आधा । 
माÚय ͪवचलन – अÛतर चतुथ[क ͪवèतार का आधा । 
माÚय ͪवचलन – समाÛतर माÚय, मÚयका या बहु लक से 'Ǔनरपे¢ ͪवचलनɉ का माÚय । 
Ĥमाप ͪवचलन – समाÛतर माÚय से ͪवचलन, वगȾ के माÚय का वग[मलू । 
Ĥसरण – Ĥमाप ͪवचलन का वग[ । 
ͪवचरण गणुांक – Ĥमाप ͪवचलन गणुांक कȧ ĤǓतशत अͧभåयिÈत । 
लॉरेज वĐ – एक दोहरा संचयी ĤǓतशतɉ का रेखाͬचğ िजसका उपयोग दो समकंमालाओं 
मɅ ͪवचरण कȧ जानकारȣ करने हेत ुͩकया जाता है । 
समͧमत बटंन – ऐसा आविृ×त बटंन िजसमɅ आविृ×तयɉ के बढ़ने एव ंघटने का Đम 
समान हो । 
ͪवषमता – समͧमतता का अभाव हȣ ͪवषमता कहलाता है ।  

9.21 èवपरख Ĥæन  
1. ͪवषमता का Èया अथ[ है? 
2. ͪवचरण के Ǔनरपे¢ एव ंसापे¢ माप मɅ अÛतर बताइए । 
3. चतथु[क ͪवचलन से Èया आशय है? 
4. ͪवèतार एव ंͪवèतार गणुांक मɅ अÛतर बताइए । 
5. अÛतर चतुथ[क ͪवèतार एव ंचतुथ[क ͪवचलन मɅ अÛतर कȧिजए । 
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6. Ĥमाप ͪवचलन ͩकसे कहत ेहै? इसकȧ ͪवशेषताएँ बताइए । 
7. ͪवचरण गणुांक Èया है एव ंयह Ĥमाप ͪवचलन से ͩकस Ĥकार ͧभÛन है ? 
8. ͪवषमता का अथ[ एव ंइसकȧ ĤकृǓत को बताइए । 
9. अपͩकरण एव ंͪवषमता मɅ Èया अÛतर है?  

9.22 åयावहाǐरक Ĥæन (Practical Question)  
1. एक नगर मɅ कुछ Ǒदनɉ का तापĐम सी.जी. (माप) मɅ Ǒदया गया है – 

15, 20,–4, 8 16, 30, –10 
ͪवèतार एव ंउसका गणुांक £ात कȧिजए । 
(Ans. R=30 Cofficient of R=3) 

2. एक समकंमाला का ͪवèतार गणुांक 0.85 है तथा अͬधकतम मूãय 760 हो तो ÛयÛूतम 
मूãय बताइए ।  

(Ans. 62) 
3. Ǔनàन समंकɉ से चतथु[क ͪवचलन और उसका गणुांक £ात कȧिजए । 

ऊचाई : 150 151 152 153 154 155 156 157 158  
छाğɉ कȧ सं. 15 20 32 35 33 22 20 12 10 
(Ans. Q3=153 Q3=155 Q.D.=15 and Cofficient of Q.D.=0.01)  

4. Ǔनàन समंकɉ से चतथु[क ͪवचलन गणुांक £ात कȧिजए । 
Marks 0–10 10–20 20–30 30–40 40–50 50–60 60–70 70–80 
No. of Student 3 9 12 30 8 6 6 5 

(Ans. Cofficient of Q.D.=0.342)  
5. एक फैÈĚȣ के 500 Įͧमकɉ कȧ मजदरूȣ Ǔनàन Ĥकार है । चतुथ[क ͪवचलन गणुांक £ात 

कȧिजए । 
Wages(In Rs.) 90–100 80–90 70–80 60–70 50–60 40–50 
No. of Workers 185 120 92 60 30 13 
(Ans. Cofficient of Q.D.=0.126) 

6. चतथु[क ͪवचलन का Ĥयोग करके यह बताइए ͩक A और B चर मूãयɉ मɅ से कौन सा 
अͬधक ͪवचरणीय है ? 

A. Mid value 15 20 25 30 35 40 45  
Freq. 15 33 56 103 40 32 10  
B. Mid value 100 150 200 250 300 350 400 450 
Freq. 340 492 890 1420 620 360 187 140 
(Ans. Cofficient of Q.D.A.=0.155, B=0.208, B मɅ ͪवचरण अͬधक है।) 

7. ͪवͧभÛन दकुानɉ पर रेͫडयो सैट के एक मॉडल कȧ कȧमतɅ Ǔनàन Ĥकार है :  
Ǿ. 210, 220, 225, 225, 225, 235, 240, 250, 270, 280, 
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माÚय ͪवचलन कȧमत £ात कȧिजए । 
(Ans. m = 17) 

8. एक सड़क पर दघु[टनाओं कȧ Ǔनàन सचूना से समाÛतर माÚय ͪवचलन तथा उसका गणुांक 
£ात कȧिजए । 

No. of Accidents per Day : 0 1 2 3 4 5 
No.of Days : 16 30 25 14 9 6 
(Ans. X =1.88,M.D.=1.13 C.of m.d.=0.60) 

9. Ǔनàनͧलͨखत समंकɉ से मÚयका से माÚय ͪवचलन तथा उसका गणुांक £ात कȧिजए । 
Marks(More than) : 0 10 20 30 40 50 60 70 
No. of Student : 100 90 75 50 20 10 5 0 
(Ans.M = 30, m=12 Coeff MD =0.4) 

10. Ǔनàन समंकɉ से Ĥमाप ͪवचलन और उसका गणुांक £ात कȧिजए । 
Income (Rs.) 3000, 4000, 4200, 4400, 4600, 4800, 5800 
(Ans. X = 4400,  =785.6 Coeff S.D =0.18) 

11. एक कॉलर बनाने वाला नवयवुकɉ को आकͪष[त करने के ͧलए नई शैलȣ कॉलर उ×पादन 
करने का ͪवचार करता है । ͩकèम ǓनयÛğण के ͧलये 12–12 कॉलरɉ के 50 नमूनɉ कȧ 
जांच कȧ जाती है । Ǔनàन सारणी 50 नमूनो के बटंन को, उनमɅ खराब कॉलरɉ कȧ 
संÉया के अनसुार दशा[ती है । 
No. of Defective : 0 1 2 3 4 5& more 
No. of Samples : 18 19 9 3 1 0 
ĤǓत नमूने मɅ खराब कालरɉ कȧ माÚय संÉया तथा Ĥमाप ͪवचलन £ात कȧिजए ।  

(Ans. X = 1, 
'
a = 0.98) 

12. Ǔनàन समंकɉ के माÚय, Ĥमाप ͪवचलन और गणुांक £ात कȧिजए । 
Age of year No. of Persons Age in Years No. of persons 
Under 10 15 under 50 100 
Under 20 30 under 60 110 
Under 30 53 under 70 110 
Under 40 75 under 80 120 

(Ans X =33. 92, 6=19.18, C. of S.D. =0.56) 
13. Ǔनàनͧलͨखत सारणी मɅ Ĥमाप ͪवलचन एव ंͪवचरण गणुाकं £ात कȧिजए । 

Profit (Rs.in ‘000) No. of firms Profit (Rs. in ‘000) No. of Firms 
–40 to –30 12 0 to 10 82 
–30 to –20 26 10 to 20 52 
–20 to –10 30 20 to 30 40 
–10 to 0 40 40 to 50 8 
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(Ans.  = 18.52, C.V. = 455.04%) 
14. Ǔनàन सारणी मɅ एक èकूल कȧ दो क¢ाओं के ͪवɮयाͬथ[यɉ का ͪवतरण भार के 

Ǒहसाब से Ǒदखाया गया है Ĥ×येक समकंमाला का ͪवचरण गणुांक Ǔनकाͧलये । बताइये 
कौनसी समकंमाला मɅ ͪवचरण अͬधक है ।  

Weight (in Kg.) : 20–30 30–40 40–50 50–60 60–70 Total 
Class A 7 10 20 18 7 62 
Class B 5 9 21 15 6 52 
(Ans. C.V. of A=24.99, C.V. of B=23.54, A मɅ ͪवचरण अͬधक है।) 

15. Ǔनàन समंकɉ से ͪवचरण गणुांक और ͪवषमता गणुांक £ात कȧàमी । 
Year : 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007  
Price 
Indices 

: 83 87 93 109 124 126 130 118 106 105  

(Ans. X = 108, 1, M=107.5,   = 15.71, C.V. 14.53%, J=0.115) 
16. एक आविृ×त बटंन मɅ चतुथ[कɉ पर आधाǐरत ͪवषमता गणुांक 0.6 है । यǑद उÍच 

चतथु[क एव ंǓनàन चतथु[क का योग 100 हो और मÚयका 38 हो तो दोनɉ चतुथ[कɉ 
का मान £ात करो । 

(Ans 1Q  = 30, 3Q  70) 
17. Ǔनàन समंकɉ से काल[ ͪपय[सन का ͪवषमता गणुांक £ात कȧिजए : 

Marks Above : 0 10 20 30 40 50 60 70 80  
No. of Students : 150 140 100 80 80 70 30 14 0  
(Ans. X = 39.27, M = 45, J = (–)0.75) 
(संकेत बहु लक का मूãय अèपçट है अत: वकैिãपक सूğ का Ĥयोग करɅ ।) 

9.23 उपयोगी पुèतकɅ  
1. कैलाशनाथ नागर : सांिÉयकȧ के मूल त×व (मीना¢ी Ĥकाशन : मेरठ 2007) अÚयाय – 9 
2. S.P Gupta: Statistical Method (New Delhi: Sultan Chand & Sons, 

2003) Chapter 8 & 9. 
3. S.C. Gupta : Fundametal of Statistics (New Delhi: Himalaya Publising 

House, 1998), Chapter 6 & 7. 
  



(230) 
 

इकाई 10 – Ĥतीपगमन ͪवæलेषण (Regression Analysis)  
इकाई कȧ Ǿपरेखा : 
10.0 उƧेæय 
10.1 Ĥèतावना 
10.2 Ĥतीपगमन का अथ[ 
10.3 Ĥतीपगमन ͪवæलेषण कȧ उपयोͬगता 
10.4 सहसàबÛध एव ंĤतीपगमन ͪवæलेषण मɅ अÛतर 
10.5 Ĥतीपगमन ͪवæलेषण के Ĥकार 
10.6 Ĥतीपगमन रेखाएँ 
10.7 Ĥतीपगमन रेखाओं के काय[. 
10.8 Ĥतीपगमन रेखाओं कȧ रचना कȧ रȣǓतयाँ (उदाहरणɉ सǑहत) 
10.9 अनमुान कȧ Ĥमाप ğǑुट  
10.10 साराशं 
10.11 तकनीकȧ शÞदावलȣ 
10.12 èवपरख Ĥæन 
10.13 सÛदभ[ ĒÛथ  

10.0 उƧेæय 
इस अÚयाय को पɭने के पæचात ्आप समझ पायɅगे :– 
 Ĥतीपगमन ͪवæलेषण का आशय । 
 सहसàबÛध व Ĥतीपगमन ͪवæलेषण मɅ Èया अÛतर है? 
 Ĥतीपगमन रेखाओं के Èया काय[ है? 
 Ĥतीपगमन समीकरणɉ कȧ रचना का आशय एव ंमह×व । 
 Ĥतीपगमन गणुांकɉ का आशय एव ंमह×व । 
 अनमुान कȧ Ĥमाप ğǑुट कȧ गणना ͩकस Ĥकार कȧ जाती है?  

10.1 Ĥèतावना  
सहसàबÛध का ͧसƨाÛत यह èपçट करता है ͩक दो सàबिÛधत Įेͨणयɉ मɅ सह सàबÛध 
है या नहȣ ं। यǑद दो Įेͨणयɉ मɅ सहसàबÛध है तो उसका Èया èतर है तथा सàबÛध 
धना×मक है । अथवा ऋणा×मक । यǑद हम यह जानना चाहत े है ͩक एक Įेणी मɅ 
ͩकसी Ǔनिæचत मूãय के आधार पर आͬĮत Įेणी के त×संवादȣ मूãय 
(Corresponding Value) का सवȾ×तम अनमुान Èया होगा तो यह सह सàबÛध कȧ 
सहायता से £ात नहȣ ं ͩकया जा सकता है । इसके ͧलये Ĥतीपमगन ͪवæलेषण का 
अÚययन आवæयक होगा ।  
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उदाहरणाथ[, खाɮयाÛनɉ कȧ उपज एव ं वषा[ के आँकडɉ के आधार पर उनमɅ ͩकतना 
सàबÛध है, सहसàबÛध गणुांक कȧ सहायता से £ात ͩकया जा सकता है, परÛत ुयǑद 
हम Ǔनिæचत उपज के ͧलए वषा[ कȧ अनमुाǓनत माğा £ात करना चाहत े हे या इसके 
ͪवपरȣत, तो हमɅ Ĥतीपगमन ͪवæलेषण करना होगा । सांिÉयकȧय ͪवæलेषण कȧ वह 
ͪवͬध, िजसकȧ सहायता से ͩकसी एक चर के £ात मूãय से सàबिÛधत दसूरे चर का 
अनमुाǓनत मूãय £ात ͩकया जा सकता है, Ĥतीपगमन या समाĮयण कहलाती है, इस 
ͪवͬध मɅ एक चर कȧ दसूरे चर (चरɉ) पर आपेͯ¢क आĮयता का अÚययन ͩकया जाता 
है । 

10.2 Ĥतीपगमन का अथ[ (Meaning of Regression)  
समाĮयण या Ĥतीपगमन शÞद का अथ[ है, वाͪपस लौटना । इस शÞद का Ĥयोग 
सव[Ĥथम सन ्1877 मɅ सर ĥांͧसस गाãटन (Sir Farancis Galton) नामक Ĥͧसƨ 
व£ैाǓनक ने वशंानगुत ͪवशेषताओं (Heriditary Characteristics) के अÚययन के 
सàबÛध मɅ अपने शोध लेख – पतैक उंचाई मɅ मÚयमता कȧ और Ĥतीपगमन 
(Regression towards mediocrity in hereditary stature) मɅ ͩकया था । 
सर ĥांͧसस ने अपने शोध लेख के ͧलऐ लगभग एक हजार ͪपताओं और उनके पğुɉ के 
कदɉ का अÚययन ͩकया, िजससे वह इस Ǔनçकष[ पर पहु ँचे ͩक ऊँचे कद के ͪपताओं के 
पğु भी ऊँचे कद वाले थे और Ǒठगने कद के ͪपताओं के पğु भी Ǒठगने कद वाले थे । 
परÛत ुसामाÛय माÚय से दोनɉ के ͪवचलनɉ मɅ अÛतर पाया गया । अथा[त ्ऊँचे माता–
ͪपताओं कȧ औसत ऊँचाई उनके पğुɉ कȧ औसत ऊँचाई से अͬधक पाई गयी, जबͩक 
छोटे कद या Ǒठगने माता–ͪपताओं के पğुɉ कȧ औसत ऊँचाई उनके माता–ͪपताओं कȧ 
औसत ऊँचाई से अͬधक थी । 
दसूरे शÞदɉ मɅ समèत जाǓत कȧ माÚय ऊँचाई से माता–ͪपताओं कȧ ऊँचाई के ͪवचलनɉ 
कȧ अपे¢ा पğुɉ कȧ ऊँचाई मɅ ͪवचलन कम था । पğुɉ कȧ ऊँचाई के माÚय के Ǔनकट 
वापस जाने कȧ ĤवǓृत को उÛहɉने मÚयमता कȧ ओर Ĥतीपगमन (Regression 
towards the mean) कहा जाता है । अत: Ĥतीपगमन दो चरɉ मɅ औसत सàबÛध 
बतलाता है, िजससे ͩक अनमुान लगाये जा सके। Þलेयर के अनसुार– मूल इकाईयɉ के 
Ǿप मɅ, दो या दो से अͬधक चरɉ के पारèपǐरक औसत सèकध का माप हȣ Ĥतीपगमन 
कहलाता है । 
वाͧलस तथा रॉवɪ[स के मतानसुार –''Ĥाय: यह £ात करना अͬधक मह×वपणू[ होता है 
ͩक दो या दो से अͬधक चरɉ मɅ वाèतͪवक सàबÛध Èया है । िजससे एक चर–मूãय 
(èवतंğ चर) के आधार पर दसूरे चर मूãय (आͬĮत चर) का अनमुान लगाया जा से, 
और इस Ĥकार कȧ िèथǓत मɅ Ĥयोग कȧ जाने वालȣ उपयु [Èत सांिÉयकȧय रȣǓत 
Ĥतीपगमन ͪवæलेषण (Regression Analysis) हȣ है ।'' 
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तारो यामने के अन२ुरार दो या दो से अͬधक काय[–कारण सàबÛधɉ से सàबिÛधत चरɉ 
के मÚय सàबÛध £ात करने के ͧलए जो रȣǓत अथ[शाèğ एव ं åयावसाǓयक शोध मɅ 
अ×यͬधक ĤयÈुत कȧ जाती है । Ĥतीपगमन ͪवæलेषण (Regression Analysis) 
कहलाती है ।  

10.3 Ĥतीपगमन ͪवæलेषण कȧ उपयोͬगता (Utility of Regression 
Analysis) 
वत[मान समय मɅ Ĥतीपगमन ͪवæलेषण कȧ अवधारणा केवल वशंागत ͪवशेताओ के 
अÚययन तक हȣ सीͧमत नहȣ ंहै, वरन ्इसका Ĥयोग उन सभी ¢ेğɉ मɅ ͩकया जाता है, 
जहा ँदो या दो से अͬधक Įेͨणयɉ मɅ ͪवͧभÛन पद मूãयɉ के सामाÛय माÚय कȧ ओर 
वापस जाने वालȣ Ĥविृ×त पाई जाती है। इस ͪवæलेषण के आधार पर सामािजक, 
आͬथ[क एव ं åयावसाǓयक ¢ेğɉ मɅ ͪवͧभÛन घटनाओं के मÚय सàबÛधɉ का ͪवæलेषण 
करके एक चर के £ात मूãय से सàबिÛधत दसूरा आͬĮत (Dependent) चर मूãय 
अनमूाǓनत ͩकया जा सकता है ।  
उदाहरणाथ[ – यǑद दो चर–मूãय एव ंमांग आपस मɅ सàबिÛधत है तो मूãय के Ǒदए हु ए 
होने पर सàबिÛधत मांग कȧ माğा एव ंमांग के Ǒदए हु ए होने पर संभाͪवत मूãय को 
£ात ͩकया जा सकता है । Ĥतीपगमन ͪवæलेषण का उपयोग ĤाकृǓतक एव ंभौǓतक 
ͪव£ानɉ मɅ भी ͩकया जा सकता है । इसी Ĥकार Ĥतीपगमन ͪवæलेषण का उपयोग 
पवूा[नमुान, आÛतरगणन व बाéयागणन के उपकरण के Ǿप मɅ ͩकया जा सकता है । 
इस तकनीक के आधार पर £ात Ǔनçकष[ उतने हȣ अͬधक ͪवæवसनीय हɉगे, िजतना 
अͬधक घǓनçठ सहसàबÛध दोनɉ चरɉ के मÚय होगा । Ĥबधंकɉ ɮवारा åयवसाय के 
Ǔनयğंण उपकरण (Control Tool) के Ǿप मɅ Ĥतीपगमन ͪवæलेषण का Ĥयोग ͩकया 
जाता है ।  

10.4 सहसàबÛध एवं Ĥतीपगमन ͪवæलेषण मɅ अÛतर (Difference 
between Correlation and Regression Analysis) 

1. कारण एव ंपǐरणाम सàबÛध (Cause and effect relationship) सहसàबÛध कȧ 
तुलना मɅ Ĥतीपगमन कारण एव ंपǐरणाम सàबÛधɉ को अͬधक èपçट Ǿप से दशा[ता है। 
सहसàबÛध से यह £ात नहȣं होता है ͩक कौनसा चरण कारण है एव ंकौन सा चर 
पǐरणाम है। इसके ͪवपरȣत Ĥतीपगमन ͪवæलेषण मɅ एक चर–èवतंğ माना जाता है और 
दसूरा आͬĮत। èवतंğता चर के मूãय Ǒदए होने पर आͬĮत चर के मूãयɉ का अनमुान 
लगाया जा सकता है, िजससे कारण एव ंĤभाव का पता चलता है, Èयɉͩक èवतंğ चर 
कारण एव ंआͬĮत चर पǐरणाम होता है । 

2. सàबÛध कȧ माğा एव ं ĤकृǓत (Degree and Nature of Relationship)– 
सहसàबÛध ͪवæलेषण दो या अͬधक चरɉ के सह–पǐरवत[न कȧ घǓनçठता कȧ जाचँ करता 
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है, जबͩक Ĥतीपगमन ͪवæलेषण इस सàबÛध कȧ ĤकृǓत एव ंमाğा का मापन कर हमɅ 
माğा का मापन कर हमɅ भावी अनमुान कȧ ¢मता Ĥदान करता है। 

3. मूल तथा अनमुाप (Origin and Scale) – सहसàबÛध गणुांक मɅ मूल तथा अनमुान 
पǐरवत[न का कोई Ĥभाव नहȣ ंपड़ता, ͩकÛत ु Ĥतीपगमन गणुांक अनमुान पǐरवत[न से 
Ĥभाͪवत हो जाता है, अथा[त गणना करत ेसमय पद ͪवचलन रȣǓत का Ĥयोग ͩकया जाये 
तो भी सहसàबÛध गणुांक को £ात करत ेसमय इस वगा[Ûतर को Úयान मɅ नहȣ ंरखा 
जाता है, ͩकÛतु Ĥतीपगमन समीकरणɉ मɅ दोनɉ Įेͨणयɉ के वगा[Ûतर को Úयान मɅ रखना 
होगा । 

10.5 Ĥतीपगमन ͪवæलेषण के Ĥकार (Types of Regression 
Analysis) 
चरɉ मɅ संबधं रेखीय (Linear) या वĐ–रेखीय (Curvilinear) हो सकता है। जब X 
तथा YĮेणी के èवतंğ एव ंअनमुाǓनत चर मूãयɉ को ǒबÛद ु रेखा पर अंͩकत करने से 
एक ͪवपे¢ ͬचğ बन जाता है तब ͪव¢ेप ͬचğ के मÚय ǒबÛदओंु से होती हु ई दो 
सवȾपयÈुत रेखाएं खीचंी जाती है । िजÛहɅ Ĥतीपगमन रेखाएं कहत ेहɇ । यǑद रेखाएं सरल 
(Striaght) होती है तो Ĥतीपगमन रेखीय कहलाता है और यह रेखाएं सरͧल वĐ 
(Smoothed) के Ǿप मɅ होती है तो Ĥतीपगमन वĐ–रेखीय कहलाता है। 
दो चर मूãयɉ के मÚय रेखीय Ĥतीपगमन का अÚययन सरल रेखीय Ĥतीपगमन कहलाता 
है। दो चार मूãयɉ (X एव ंY) मɅ से वह चर èवतंğ माना जाता है जो अनमुान का 
आधार होता है तथा इसके ͪवपरȣत िजसका अनमुान लगाना होता है वह चार आͬĮत 
माना जाता है Ĥतीपगमन कȧ इस रȣǓत का Ĥयोग दो से अͬधक चरɉ के ͪवæलेषण मɅ भी 
ͩकया जा सकता है। तीन या तीन से अͬधक चरɉ के ͪवæलेषण के ͧलए ĤयÈुत रेखीय 
Ĥतीपगमन को बहु गणुी रेखीय Ĥतीपगमन (Multipli Linear Regression) के नाम 
से सàबोͬधत ͩकया जाता है । 

10.6 Ĥतीपगमन रेखाएं (Regression Lines)  
दो समंक Įेͨणयɉ के ͪवͧभÛन मूãयɉ के पारèपाǐरक औसत सàबÛध (Average 
Relationship) को Ĥकट करने के ͧलये जो सवȾपयÈुत रेखाएं (Lines of the best 
fit) खींची जाती है, उÛहɅ Ĥतीपगमन रेखायɅ (Regression Lines) कहा जाता है । ये 
रेखायɅ एक समकं Įेणी के औसत मूãयɉ से सàबिÛधत दसूरȣ Įेणी के सवȾ×तम मूãयɉ 
(Mean Values) को åयÈत करती है। 
दो सàबिÛधत Įेͨणयɉ के ͧलए दो Ĥतीपगमन रेखाएं होती है। एक रेखा X का Y पर 
Ĥतीपगमन (Regressions of X on Y) Ĥकट करती है जो ͩक Y को èवतंğ चर 
मूãय (Independent Variable) तथा X को आͬĮत चर मूãय (Dependent 
Variable) मानकर बनाई जाती है। इस रेखा से Y के Ǒदये हु ये मãूय से संबंͬ धत X के 
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सवȾ×तम मूãय का £ान होता है। इसी Ĥकार दसूरȣ रेखा Y का X पर Ĥतीपगमन 
(Regression of Y on X) Ĥकट करती है। X कȧ èवतंğ चर मूãय एव ंY को 
आͬĮत चर मूãय मानकर बनाया जाता है। यह रेखा X के Ǒदये हु ये मूãय से संबंͬ धत Y 
का सवȾ×तम मूãय बतलाती है। 
Ĥतीपगमन रेखाओं कȧ रचना Ûयनूतम वग[ रȣǓत (Least Squares Method) कȧ 
माÛयताओं के आधार पर कȧ जाती है । इस रȣǓत के अनसुार खींची जाने वालȣ रेखायɅ 
ऐसी होनी चाǑहए। िजससे ͪवͧभÛन ǒबÛदओंु के ͪवचलनɉ के वगȾ का योग Ûयनूतम हो। 
ͪवͧभÛन वाèतͪवक मूãयɉ के ǒबÛदओंु से Ĥतीपगमन , रेखा तक के ͪवचलनɉ का माप दो 
Ĥकार से ͩकया जा सकता है: एक तो ¢ैǓतज Ǿप से (Horizontally) अथा[त भजुा¢ के 
समाÛतर (Parallel to X–axis)। तथा दसूरा लàबवत ्(Vertically) अथा[त कोǑट अ¢ 
के समाÛतर (Parallel to Y–axis)। अत: दोनɉ Ĥकार के ͪवचलनɉ के वगɟ के अलग 
अलग योग को Ûयनूतम करने के ͧलए दो Ĥतीपगमन रेखाओं का होना आवæयक है । 
परÛत ुजब दो समकं Įेͨणयɉ मɅ पणू[ धना×मक या ऋणा×मक सहसàबÛध (Perfect 
Positive or Negative Correlation) होता है तथा X को Y पर तथा Y कȧ X 
पर एक हȣ Ĥतीपगमन रेखा होगी, Èयɉͩक X एव ं Y के पद यÊुमɉ के आधार पर 
अंͩकत सभी ǒबÛद ुएक हȣ रेखा पर पड़ेगे । 

 
10.7 Ĥतीपगमन रेखाओं के काय[ (Functions of Regression 

Lines) 
Ĥतीपगमन रेखाओं के दो मह×वपणू[ काय[ होते हɇ :– 

1. सवȾ×तम अनमुान (Best Estimate) :– Ĥतीपगमन रेखाओं से सवȾपयÈुत अनमुान 
लगाए जा सकत े है । X कȧ Y पर Ĥतीपगमन रेखा से X का तथा Y कȧ X पर 
Ĥतीपगमन रेखा से Y का अनमुान लगाया जा सकता है । 

2. सहसàबÛध कȧ माğा व Ǒदशा का £ान (Knoledge of Extent and Direction 
of Correlation) : Ĥतीपगमन रेखाओं कȧ सहायता से Ǔनàन Ǔनयमɉ के आधार पर 
सहसàबÛध कȧ माğा एव ंǑदशा के बारे मɅ जानकारȣ ĤाÜत कȧ जा सकती है :– 
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(i) धना×मक सह सàबÛध (Positive Correlation) : जब दोनɉ Ĥतीपगमन रेखाएं 
रेखाͬचğ पर बाएँ Ǔनचले कोने से दाǑहने ऊपर के कोने कȧ तरफ बढ़ती है तो X 
और Y मɅ धना×मक सह सàबÛध पाया जाता है । 

(ii) ऋणा×मक सहसàबÛध (Negative Correlation) : जब दोनɉ Ĥतीपगमन रेखाएँ 
बाएँ ऊपरȣ कोने से नीचे दाएं कोने कȧ तरफ जाती है तो X और Y मɅ ऋणा×मक 
सहसàबÛध पाया जाता है। 

(iii) पणू[ सहसàबÛध : एक रेखा (Perfect Correlation : One Line) जब दोनɉ 
Ĥतीपगमन रेखायɅ एक–दसूरे को ढक लɅ अथा[त ्एक हȣ सरल रेखा Ĥतीत हो तो 
पणू[ सहसàबÛध होता है । दसूरे शÞदɉ मɅ X एव ंY मɅ पणू[ सहसàबÛध होने पर 
एक हȣ Ĥतीपगमतन रेखा बनती है ।  

(iv) सहसàबÛध का अभाव (Lack of Correlation) :– यǑद दो Ĥतीपगमन रेखायɅ 
एक–दसूरे को समकोण (Right Angle) अथा[त ् 90 के कोण पर काटती हɉ तो X 
एव ं Y मɅ ǒबãकुल सहसàबÛध नहȣ ं होता है । ऐसी िèथǓत मɅ ͪव¢ेप ͬचğ मɅ 
ͪवͧभÛन ǒबÛद ुचारɉ ओर ǒबखरे होते हɇ तथा उनमɅ कोई सुǓनिæचत Ĥविृ×त नहȣ ं
पायी जाती है । 

(v) सीͧमत सहसàबÛध (Limited Degrees of Correlation) :– दोनɉ Ĥतीपगमन 
रेखाएँ एक–दसूरɅ के िजतनी Ǔनकट होगी, सहसàबÛध कȧ माğा उतनी हȣ अͬधक 
होगी। इसके ͪवपरȣत दोनɉ एक–दसूरे से िजतनी अͬधक कȧ पर होगी, सहसàबÛध 
कȧ माğा उतनी हȣ कम होगी। 

3. माÚय मूãय का Ǔनधा[रण (Determination of Mean Value) : Ĥतीपगमन रेखाएं दोनɉ 
Įेͨणयɉ के समाÛतर माÚय के संयोग से Ĥाͩकत ǒबÛद ुपर एक दसूरे को काटती है, अत: 
इनके सव[Ǔनçठ ǒबÛद ु (Point of Intersection) से दोनɉ अ¢ɉ यथा कोǑट अ¢ तथा 
भुजा¢ लàब डाला जाये तो X तथा Y के समाÛतर माÚय £ात हो जायɅगे । 

Ǔनàन रेखाͬचğɉ से Ĥतीपगमन रेखाओं के उपयु [का वͨण[त Ǔनयमɉ को èपçट ͩकया जा 
सकता है :– 
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10.8 Ĥतीपगमन रेखाओं कȧ रचना कȧ रȣǓतयाँ उदाहरणɉ सǑहत 

(Methods of Drawing Regressions Lines with 
illustration) 

(अ) मुÈत हèत रȣǓत (Free hand Method) :– इस रȣǓत के अÛतग[त ͪव¢ेप ͬचğ मɅ 
Ĥांͩकत ͪवͧभÛन ǒबÛदओंु के मÚय से रेखाएं इस Ĥकार खींची जाती है ͩक करȣब आधे 
ǒबÛद ुइन रेखाओं के ऊपर तथा आधे ǒबÛद ुइन रेखाओं के नीचे रह जायɅ । ͩकÛत ुइस 
रȣǓत ɮवारा ͧभÛन ͧभÛन åयिÈतयɉ ɮवारा ͧभÛन–ͧभÛन Ĥकार कȧ रेखा खींची जा सकती 
है । अत: यह रȣǓत बहु त कम Ĥयोग मɅ लाई जाती है । 

(ब) Ĥतीपगमन समीकरण रȣǓत (Regression Equation Method) :– Ĥतीपगमन 
समीकरण, Ĥतीपगमन रेखाओ कɅ  बीज गͨणतीय èवǾप है । Ĥतीपगमन रेखाओं कȧ 
भाँǓत Ĥतीपगमन समीकरण भी दो होत ेहɇ अथा[त ्दो Ĥतीपगमन रेखाओं के ͧलए दो 
समीकरण बनाने होते है :– 
(1) X का Y पर Ĥतीपगमन समीकरण (Regression Equation of X on Y) – 

X के Y पर Ĥतीपगमन समीकरण को X= a+byके Ǿप मɅ ͧलखा जाता है । इस 
समीकरण कȧ सहायता से Y के Ǒदये हु ये मूãय के त×संवादȣ X का सभंाͪवत मूãय 
£ात ͩकया जाता है । इस Ĥकार से X के £ात ͩकये गये मूãयɉ एव ं Y के 
वाèतͪवक मूãयɉ को रेखाͬचğ पर अंͩकत करने से X कȧ Y पर Ĥतीपगमन रेखा 
ĤाÜत होती है । 

(2) Y का X पर Ĥतीपगमन समीकरण (Regression Equation of Y on X) :– 
Y के X पर Ĥतीपगमन समीकरण को, Y= a+bX के Ǿप मɅ ͧलखा जाता हɇ इस 
समीकरण कȧ सहायता से X के Ǒदये हु ए मूãय से Y का संभाͪवत मूãय £ात 
ͩकया जाता है । इस Ĥकार से Y के £ात ͩकये गये मूãयɉ एव ंX के वाèतͪवक 
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मूãयɉ को रेखाͬचğ पर अंͩकत करने से Y कȧ X पर Ĥतीपगमन रेखा ĤाÜत कȧ 
जाती है । 

Ĥतीपगमन कȧ सरल रेखा खींचने के ͧलए सभी ǒबÛदओंु को रेखाͬचğ पर अंͩकत करना 
आवæयक नहȣ ं है, ͩकहȣ ंदो ǒबÛदओंु को रेखाͬचğ पर अंͩकत करके यǑद उनको ͧमला 
Ǒदया जाये तो हमɅ सरल रेखा ĤाÜत हो जायेगी । दोनɉ रेखाओं के समͪवÍछेद ǒबÛद ुसे 
यǑद X–axis पर लàब डाला जाये तो हम (Įेणी का समाÛतर माÚय) तथा Y पर 
लàब डाला जाये तो हमɅ y  (Y Įेणी का समाÛतर माÚय) ĤाÜत हो जाता है । 
समीकरण मɅ ĤयÈुत ‘a’व‘b’का Ǔनधा[रण :– उपयÈुत सीकरणɉ मɅ दो अचर 
मूãयɉ (Constants) ‘a’व ‘b’का Ĥयोग ͩकया गया है, िजसका Ǔनधा[रण 
Ǔनàन Ĥकार ͩकया जाता है:– 

(i) अचर मूãय ‘a’का Ǔनधा[रण (Determining the Value of Constants 
‘a’) :– अचर मूãय ‘a’ वह ǒबÛद ुहै िजस पर Ĥतीपगमन रेखा कोǑट अ¢ (Y–
axis) को èपश[ करती है वह मूãय (‘a’) Y अÛत: खÖड (Y intercept) भी 
कहलाता है । अÛत: खÖड से अͧभĤाय रेखाͬचğ पर मूल ǒबÛद ु(Point of origin) से 
कोǑट अ¢ (Y–axis) पर Ĥतीपगमन रेखा के èपश[ ǒबÛद ुके अÛतर से लगाया जाता है 
। जब ‘a’ का मूãय धना×मक (Positive or +) होता है तो Ĥतीपगमन रेखा 
कोǑट अ¢ (Y–axis) को मूल ǒबÛद ु‘O’ से उपर कȧ ओर èपश[ करती है तथा 
अचर ‘a’ का मूãय ऋणा×मक (Negative or–) होने पर Ĥतीपगमन रेखा को 
कोǑट अ¢ (X–axis) पर èपश[ ǒबÛद ु‘o’ मलू ǒबÛद ुसे नीचे कȧ ओर होता है । अचर 
‘a’ का मूãय शूÛय होने पर Ĥतीपगमन रेखा मूल ǒबÛद ु‘O’ से हȣ Ĥारàभ 
होती है । 
अचर मूãय ‘a’ का बीजगͨणतीय माप : 

Ĥथम समीकरण (X=a+bY) मɅ :  X bY a   
ɮͪवतीय समीकरण (X=a+bX) मɅ : Y b X a   

(ii) अचर मूãय ‘a’ का Ǔनधा[रण (Determining the Value of 
Constant‘b’) :– अचर मूãय ‘b’ Ĥतीपगमन रेखा के ढाल (Slope of the 
Line) को Ǔनिæचत करता है । यǑद ‘b’ का मूãय धना×मक (+) हो तो रेखा बाएँ 
से दाएँ ऊपर कȧ ओर जायेगी और यǑद ‘b’ का मूãय ऋणा×मक (–) हो तो रेखा 
का ढलान ऊपर से नीचे दाएँ कȧ ओर होगा । ͩकÛत‘ुb’का मूãय शूÛय नहȣ ं हो 
सकता है ।‘b’को Ĥतीपगमन गणुांक (Regression Coefficient) के नाम से भी 
जाना जाता है । 
बीजगͨणतीय Ǻिçट से अचर‘b’के मूãय को Ǔनàन Ĥकार सूğ Ǿप मɅ åयÈत ͩकया 
जाता है :– 
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Ĥथम समीकरण X on Y मɅ 
yb r

y





 

ɮͪवतीय समीकरण Y on X मɅ y
yb r 

  
 

उपयु [Èत ͪवæलेषण के आधार पर Ĥतीपगमन समीकरणɉ को Ǔनàन Ǿप से Ĥèतुत ͩकया 
जा सकता है:– 
अ) जब समाÛतर माÚय, Ĥमाप ͪवचलन, सहसàबÛध गणुांक £ात हɉ :– 

(i) X का Y पर Ĥतीपगमन समीकरण 
X a by   
or ( )X X Yb bY    

X bY a      

or ( )X X by bY    
( )X X b Y Y     

यहा ँ(b से अͧभĤाय yb  से है) 

( ) ( )X X r Y Y
y





    

(ii) Y का X Ĥतीपगमन समीकरण 
Y a bX   
or ( )Y Y bX bX    

Y bX a      

or Y Y bX b X    
Y Y bX b X     

यहाँ (b से अͧभĤाय bxy से है) 

( ) ( )yY Y r X X


  


 

यहाँ संकेता¢र X एव ंY  Đमश: X और Y Įेͨणयɉ के समानतर माÚय के ͧलऐ  
एवं y  Đमश: X और Y Įेणी के Ĥमाप ͪवचलनɉ के ͧलए तथा r दोनɉ Įेͨणयɉ के 
सहसàबÛध गणुाक के ͧलए ĤयÈुत ͩकए गए है । 
X का अनमुाǓनत मूãय X के Y पर Ĥतीपगमन समीकरण से तथा Y का अनमुाǓनत 
मूãय Y के X पर Ĥतीपगमन समीकरण से £ात ͩकया जा सकता है । जैसे Ǔनàन 
उदाहरण रो èपçट है :– 
उदाहरण 1 : 
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X एव ंY दो चरɉ के मÚय सहसàबÛध गणुांक 0.3 है । यǑद X Įेणी का Ĥतीपगमन 
ͪवचलन = 1.50, Y Įेणी का Ĥमाप ͪवचलन =2.00, X मɅ Įेणी का समाÛतर माÚय 
10 तथा Y Įेणी का समाÛतर माÚय =20 हो, तो X कȧ Y पर तथा Y कȧ X पर 
Ĥतीपगमन रेखायɅ £ात कȧिजए । 
The correlation Coefficient between two variables X & Y IS +0.3 
 =1.50, y =2.00. 
X = 19 and Y = 20 ; find the equation of the two regression lines 
for X on Y and Y on X . 
Solution :  

(i) X कȧ Y पर Ĥतीपगमन रेखा X=a+by अथवा X X r 
y



  ( )Y Y

समीकरण मɅ मूãय ĤǓतèथाͪपत करने पर  
0.3 1.5( 10) ( 20)

2
X Y
    or 

.4510 ( 20)
2

X Y    or 10 .225( 20)X Y    

or 10 4.5 0.225X     or 
5.5 0.225X    अत: यहाँ a = 5.5 तथा b = 0.225 

Y कȧ X पर Ĥतीपगमन रेखा (y= a+bx) अथवा 

(ii) yY Y r 


 


( )X X समीकरण मɅ मूãय ĤǓतèथाͪपत करने पर  

0.3 2( 20) ( 10)
1.50

Y X
    or 

0.620 ( 10)
1.50

Y X    or 20 0.40( 10)Y X    or 

( 20) 0.40 4Y     or 
4 20 0.40Y x     

16 0.40y X   अत: यहाँ a = 16 तथा b = 0.40 है। 
उदाहरण 2: 
Ǔनàन मूãयɉ से X का सàभाͪवत मूãय £ात कȧिजए जबͩक Y का मूãय 20 हो तथा 
Y का संभाͪवत मूãय £ात कȧिजए, जबͩक X का मूãय 10 हो । 
X Įेणी का समाÛतर माÚय =25; Y Įेणी का समाÛतर माÚय =20; X Įेणी का 
Ĥमाप ͪवचलन =4; Y Įेणी का Ĥमाप ͪवचलन =5 ; सहसàबÛध गणुांक = .8 



(240) 
 

From the following values, find the expected value of X when the 
value of Y is 20 and find the expected value of Y when the value 
of X is 10.  
X =25; Y =20;  =4; y =5; r=8  
हल :  
X का सàभाͪवत मूãय £ात करने के ͧलए X का Y का Ĥतीपगमन समीकरण £ात 
करना होगा तथा Y का सàभाͪवत मूãय £ात करने के ͧलए Y का X पर Ĥतीपगमन 
समीकरण £ात करना होगा । 
Regression equation of X on Y 
X a bY  ;‘a’तथा ‘b’का मूãय £ात करने के ͧलए – 

( )X X r Y Y
y





    

£ात मूãय समीकरण मɅ रखने पर 
.8 4( 25) ( 20)

5
X Y
    

( 25) .64( 20)X Y    
( 25) .64 12.8X Y    

25 12.8 .64X Y   or 12.2 .64X Y   
X का संभाͪवत मूãय यǑद Y = 20 हो, 

12.2 .64 20X     or 12.2 12.8 25X     
Regression Equation of Y on X– 
Y = a+bX ; ‘a’ तथा ‘b’ का मूãय £ात करने के ͧलए –  

( )yY Y r X X


  


 समीकरण मɅ £ात मूãय रखने पर –  

.8 5( 20) ( 25)
4

Y X
    

( 20) 1( 25)Y X    
20 25Y X    
.5 ;Y X   

Y= का सभंाͪवत मूãय यǑद X = 10 हो । 
Y= –5+10 = 5 

अत: X का सàभाͪवत मूãय 25 एव ंY का सàभाͪवत मूãय 5 है ।  
ब) जब समाÛतर माÚय से ͪवचलन £ात ͩकये जाये – 

(i). X का Y पर Ĥतीपगमन समीकरण  
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( )
y

yX X
N 


    

y





 ( )Y Y  

2( )
y

yX X
N


   ( )Y Y  

 2( ) yX X
yN

N


 


 ( )Y Y  

( )X X  2

y
y





 ( )Y Y   

(ii). Y का एÈस पर Ĥतीपगमन समीकरण  

( )
y

yY Y
N 


    

y


( )X X  

2( ) yY Y
N 


   ( )X X  

( )
y

yY Y
N 


  

y


( )X X  

2( ) yY Y
N 


  ( )X X  

2( ) yY Y
N

N


 


 ( )X X  

यहाँ– 
y = X और Y के समाÛतर माÚयɉ से Ǔनकाले गये ͪवचलनɉ के गणुाओं का योग 

(Sum of the product of deviations of of X and Y from their 
respective actual means)  

2 व 2y = Đमश: दोनɉ Įेͨणयɉ के समाÛतर माÚयɉ से चर–मूãयɉ के ͪवचलनɉ के 
वगȾ का योग (Sum totals of squares of deviation of items from actual 
means of X and Y series respectively)  
Ǔनàन समकɉ से X एव ंY के समाÛतर माÚयɉ से ͪवचलन लेकर Ĥतीपगमन समीकरणɉ 
को £ात कȧिजए:– 
From the following data calculate Regression Equations by taking 
deviations of from means of X and Y  
Series : 
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X 3 4 6 8 9 
Y 5 8 7 6 9 

हल 
Calculation of Regression Equations 

X ( )x x  
X 

2  Y ( )Y Y  
Y 

2Y  xy 
 

3 –3 9 5 –2 4 6 
4 –2 4 8 +1 1 –2 
6 0 0 7 0 0 0 
8 +2 4 6 –1 1 –2 
9 +3 9 9 +2 4 6 
30 0 26 35 0 10 8 

X   X
N
  30

5
  = 6 

Y   Y
N
  35

5
  = 7 

Regression Equation of X on Y  

2( ) yX X
y


 


 ( )Y Y  

8( 6)
10

X    ( 7)Y   

( 6) .8X   ( 7)Y   
.8 5.6 6X y    
.4 8X y   

Regression Equation of Y on X 

2( ) yY Y 
 


 ( )X X  

8( 7)
26

Y    ( 6)X    

7 .31 ( 5)Y X    
7 .31 1.55Y X    
5.45 .31Y X   

स) जब किãपत माÚय से ͪवचलन ͧलये गये हɉ –  
जब X और Y Įेͨणयɉ के समाÛतर माÚय पणूा[कɉ मɅ नहȣ ंआत ेहै तो ͩकसी किãपत 
माÚय से ͪवचलन लेकर Ĥतीपगमन समीकरण £ात ͩकये जात ेहɇ ।  
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(i). X का Y पर Ĥतीपगमन समीकरण 
X X  ( )yb Y Y   

X X  r
y



  ( )Y Y   

r का सूğ ĤǓतèथाͪपत करने पर – 

X X  

( )( )

. y

d dyd dy
N

N  

  
  

 y


 ( )Y Y  

X X  

( )( )

. y y

d dyd dy
N

N X 

  
  


 ( )Y Y  

X X  
2

( )( )

y

d dyd dy
N

N 

  
  

  ( )Y Y   

हम जानते है ͩक : 
22

2 dy dyy
N N

       
 

अत: y  का सूğ ĤǓतèथाͪपत करने पर – 

X X   
2

( )( )dx dxdxdy
N

dy dy dyN
N N N

  

            

= ( )Y Y  

X X   
2

( )( )dx dydxdy
N

dy dy dyN
N N N

  

            

 ( )Y Y  

X X   2
2

( )( )

( )

dx dydxdy
N
dydy
N

  

 
 ( )Y Y  

(ii) Y का X पर Ĥतीपगमन समीकरण  
Y Y   yb  ( )X X  

Y Y  r  y


  ( )X X  

r का सूğ ĤǓतèथाͪपत करने पर– 
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Y Y   

( )( )

. . y

dx dxd dy
N

N  

 
  

 
y


( )X X  

सूğ मɅ y  से   कट जाएगा तथा Ǔनàन सूğ शेष रहेगा – 

Y Y 

( )( )

x x

dx dyd dy
N

N  

 
  

 
 ( )X X  

Y Y   
2

( )( )d dydxdy
N

N 


  
 

  ( )X X  

हम जानते हɇ ͩक : 
2

2 dy d
N N

           
अत:   का सूğ ĤǓतèथाͪपत करने पर –  

Y Y   22

( )( )dx dxdxdy
N

dx dxN
N N

 
 

     
   

( )X X  

Y Y   2
2

( )( )

( )

dx dxdxdy
N

dx dxN
N N

  

 
( )X X  

Y Y 
2

( )( )dx dxdxdy
N

dx dx dxN
N N N

  

            

( )X X  

Y Y 
2

( )( )dx dxdxdy
N

dx dx dxN
N N N

  

            

( )X X  

यहाँ :  
dxdy = X व Y Įेणी किãपत माÚयɉ से ͪवͧभÛन चर मूãयɉ के त×संवादȣ 

ͪवचलनɉ के गणुाकɉ का योग (Summation of the products of 
corresponding deviations of X and Y from their 
respective assumed means) 
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dx व dy = Đमश: X व Y के मूãयɉ के किãपत माÚयɉ से £ात ͪवचलनɉ का योग 
(Totals of deviations of X and Y values from their 
assumed means) 

2d  व 2dy = Đमश: X व Y के मूãयɉ के किãपत माÚयɉ से £ात ͩकये गये ͪवचलन 
वगɉ का योग (Totals of squared deviations of X and Y 
series from assumed means) 

उदाहरण 4 : 
Ǔनàन आँकड़ɉ से दो Ĥतीपगमन समीकरण £ात कȧिजये । 
From the following data determine the two regression equations :  
X Series 27 27 27 28 28 28 29 29 30 31 
Y Series 18 18 19 20 21 21  22 23 24 25  
हल :  

Calculation of Regression Equations 
X Dx 

(A=28) 
d 2  
 

Y Dy 
(A=21) 

d 2Y  dxdy 
 

27 –1 1 18 –3 9 3 
27 –1 1 18 –3 9 3 
27 –1 1 19 –2 4 2 
28 0 0 20 –1 1 0 
28 0 0 21 0 0 0 
28 0 0 21 0 0 0 
29 +1 1 22 +1 1 1 
29 +1 1 23 +2 4 2 
30 +2 4 24 +3 9 6 
31 +3 9 25 +4 16 12 
 +4 18  +1 53 29 

(i). dX A
N

 
   428

10
   = 28.4  

yb 
2

2 ( )

dx dydXdy
N
dydy

N

  


 
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 2

4 129
10
1

53
10








 28.6
52.9

  = 0.54 

अत: X का Y पर Ĥतीपगमन समीकरण Ǔनàन Ĥकार होगा :– 
( )X X yb ( )Y Y  
( 28.4) 0.54( 21.1)X Y    
( 28.4) 0.54 11.39X Y    

11.39 28.4 .54X Y     
17.01 .54X Y   

(ii). dyY A
N


   121

10
  = 21.1 

yb 
2

2

dx dydxdy
N
dxdx

N

  

   
 

 

2

4 129
10
418

10





   
 

 28.6
16.4

  = 1.74 

yb  £ात करने के बाद Y का X पर Ĥतीपगनम समीकरण Ǔनàन Ĥकार होगा :– 

( )Y Y   yb  ( )X X  
( 21.1) 1.74( 28.4)Y X    
( 21.1) 1.74 49.42Y X    

49.42 21.1 1.74Y X    
28.32 1.74Y X   

द) जब पद ͪवचलन रȣǓत (Step deviation Method) का Ĥयोग ͩकया जाये :– पद 
ͪवचलन ͧलये जाने पर समीकरण Ǔनàन Ĥकार से हɉगे :–  

( )X X  2
2 ( )

dx dydxdy
N
dydy

N

  



 

 
y

i
i
  ( )Y Y  
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( )Y Y  2
2 ( )

dx dydxdy
N
dxdx

N

  



 

 
yi

i
  ( )X X  

यहा ँ

i  = x चर का पद ͪवचलन (Step deviation of X variable) 

yi = Y चर का मद ͪवचलन (Step deviation of Y variable) 
(य) ɮͪवचर वͬग[त आवǓृत बटंन (Bivariate Grouped Frequency distribution) मɅ 

Ĥतीपगमन समीकरण – ɮͪवचर वͬग[त आवǓृत बटंन मɅ Ĥतीपगमन समीकरण £ात 
करने के ͧलए भी ऊपर वͨण[त ͪवͬध का हȣ Ĥयोग ͩकया जाता है । अÛतर केवल 
इतना है ͩक आवǓृत का Ĥयोग अǓतǐरÈत Ǿप से ͩकया जाता है । इस हेत ुǓनàन सूğ 
का Ĥयोग ͩकया जायेगा – 
X का Y पर Ĥतीपगमन समीकरण  
( )X X yb ( )Y Y  

X X 2
2 ( )

fd fdyfd dy
N

fdyfdy
N

 
  




  y

i
i
 ( )Y Y  

Y का X पर Ĥतीपगमन समीकरण 
( )Y Y yb  ( )X X  

( )Y Y  2
2 ( )

fdx fdyfdxdy
N
fdxfd

N

  



  

 
yi

i
  ( )X X  

उदाहरण 5. 
Ǔनàनͧलͨखत ताͧलका मɅ ͪवɮयाͬथ[यɉ कȧ ऊँचाई एव ंभार के समकं Ǒदये गये है । 
The following table gives the number of students having different 
heights and weights :– 

Heights   Weights   
(In inches)   (In Ibs)   

 80–90 90–100 100–110 110–120 Total 
50–55 6 10 4 –– 20 
55–60 4 10 10 1 25 
60–65 4 8 15 8 35 
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65–70 4 3 2 11 20 
Total 18 31 31 20 100 

उपरोÈत तØयɉ के आधार पर Ĥतीपगमन समीकरणɉ कȧ गणना कȧिजए । 
Solution : 

Calculation of Regression Equations 

 
समाÛतर माÚय (Mean) 

X = A + 
fd
n

 
i =62.5 + 45 5

100


  

= 62.5–2.25= 60.25 

Y = YA + fdy i
N


 =95+ 53 10

100
  

= 95+5.3 = 100.3 

yb   2
2 ( ) y

fdx fdyfdxdy iN
ifdyfdy

N



  



 
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 2

45 5316
5100

1053
129

100

      



 

16 23.85 5
129 28.9 10


  


 

.197yb   

yb  2
2 ( )

fdx fdyfdxdy
N
fdxfdx

N

  



 

 
yi

i
  

 2

45 5316
10100
545

125
100

      




 

16 23.85 10
125 20.25 5


  


 

.761yb   
Ĥतीपगमन समीकरण (Regression Equation) 

(ii) X on Y 
X X yb ( )Y Y  
= X–60.25= .197 (Y–100.3) 
= X–60.25= .197Y – 19.76 
X= 60.25–19.76+.197Y 
X= 40.49+.197Y 

(ii) Y on X  
( )Y Y yb  ( )X X  
Y – 100.3 = 0.761(X–60.25) 
Y – 100.3 = 0.761 X–45.85 
Y = 100.3–42.85+0.761X 
Y = 54.45 +0.761X  

Ûयनूतम वग[ रȣǓत ɮवारा Ĥतीपगमन समीकरण (Method of Least Squares) 
Ûयनूतम वग[ रȣǓत ɮवारा Ûयनूतम वग[ माÛयता (Least squares assumption) के 
आधार पर Ĥद×त Įेणी के ͧलये एक सवा[ͬधक उपयु [Èत रेखा खींची जाती हɇ इस रेखा 
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को खींचने के ͧलये गͨणतीय समीकरणɉ कȧ सहायता लȣ जाती है । Ûयनूतम वग[ रȣǓत 
से £ात रेखा कȧ Ǔनàन ͪवशेषताएं है :–  
(i) ( ) 0cY Y    अथा[त ्आͬĮत चर के Ĥद×त मूãयɉ (Y) और उसके अनमुाǓनत 

मूãयɉ ( cY ) के ͪवचलनɉ का योग शूÛय होता है । 
(ii) ( )cY Y    Ûयनूतम अथा[त ्इस रेखा से ͪवͧभÛन पद मूãयɉ के ͪवचलनɉ 

के वगɟ का योग अÛय ͩकसी भी रेखा से ͧलये गये ͪवचलन 
वगȾ के योग कȧ तुलना मɅ Ûयनूतम होता है । इसीͧलये यह 
रेखा सवȾतम अनमुान देती है । 

Ûयनूतम वग[ रȣǓत ɮवारा Ĥतीपगमन समीकरण £ात करने कɅ  
ͧलए‘a’तथा‘b’अचर मूãयɉ को दो समीकरणɉ कȧ सहायता से £ात ͩकया जाता 
है, िजÛहɅ ĤसामाÛय समीकरण कहा जाता है। Ǔनàन Ĥकार से Ĥतीपगमन समीरण के 
ͧलए‘a’तथा‘b’का मूãय £ात ͩकया जाता है :– 
Regression Equation X on Y 

X= a + bY 
Normal Equation 

Na b Y    .................................(i) 
2Y a Yb    ..................................(ii) 

Regression Equation Y on X 
Y= a + bX 
Normal Equation 

Y Na b    ..................................(i) 
2Y a b     ..................................(ii)  

यहाँ – 
Y y   के Ĥद×त मूãयɉ का योग,   के Ĥद×तत मूãयɉ का योग, 

2  के Ĥद×त मूãयɉ के वगȾ का योग, 2y y  के Ĥद×त मूãयɉ के वगȾ का 
योग। 

y    तथा y के Ĥद×त मूãयɉ के गणुनफल का योग, N   और y के यÊुमɉ 
कȧ संÉया। 
उपयु [Èत समीकरणɉ को हल करने पर a एव ं b अचर मूãय £ात हो जायɅगे, िजÛहɅ 
आधारभूत समीकरणɉ मɅ रख,  चर के ͪवͧभÛन मूãयɉ के ͧलये y चर के अनमुाǓनत 
मूãयɉ तथा y के ͪवͧभÛन मूãयɉ के ͧलये  के अनमुाǓनत मूãयɉ को £ात ͩकया जा 
सकता है । 
उदाहरण .6 
Ǔनàन समंकɉ से Ûयनूतम वग[ रȣǓत ɮवारा Ĥतीपगमन समीकरण £ात कȧिजए – 
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From the following data, Calculate regression equations by least 
squares method : 
 X 1 2 3 4 5 
 Y 6 9 7 8 10 
हल: 

Calculation of Regression Equations 
X Y 2  2Y  XY 
1 6 1 36 6 
2 9 4 81 18 
3 7 9 49 21 
4 8 16 64 32 
5 10 25 100 50 

15  40Y   2 55   2 330Y   127Y   
(i). Regression Equation X on Y 

Na b Y    
2XY a Y b Y      

15 = 5a+ 40b…………………… (i)  
127 =40a+330b………………… (ii) 

(ii) समीकरण को 8 से गणुा करके – 
 समीकरण (ii) मɅ से घटाने पर – 
 127= 40a+330b 
 120= 40a+320b 
 7= 10b 

7 .7
10

b   

समीकरण (i) मɅ b का मान रखने पर 
5 40 .7 15a    
5 15 28 13a      

13 2.6
5

a    

2.6 .7Y    
(iii) Regression Equation Y on X 

Y Na b     
2Y a      
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40 5 15a b  ……………………….. (i) 
127 15 55a b  ………………….. (ii) 
(i) समीकरण को 3 से गणुा करके – 
समीकरण (ii) मɅ से घटाने पर – 
127 = 15a+ 55b 
120= 15a+ 45b 
7= 10b 

7 .7
10

b   

(i) समीकरण मɅ b का मान रखने पर – 
5 15 .7 40a    
5 40 10.5 29.5a     

29.5 5.9
5

a   

5.9 .7Y    
Ĥतीपगमन गणुांक (Regression Coefficient) 
दो सàबƨ Įेͨणयɉ X एव ंY का Ĥतीपगमन ͪवæलेषण करत ेसमय उनके दो Ĥतीपगमन 
गणुांक (Regression Coefficient) (एक X पर Y का तथा दसूरा Y पर X का) £ात 
ͩकये जात ेहɇ। Ĥतीपगमन गणुांक वह अनपुात है जो यह दशा[ता हे ͩक एक समंक Įेणी 
के चर–मूãयɉ मɅ एक इकाई पǐरवत[न (Unit Change) होने से सàबÛƨ दसूरȣ समंक 
Įेणी के चर–मूãयɉ मɅ ͩकतना पǐरवत[न होगा । वाèतव मɅ Ĥतीपगमन गणुांक अचल 
मूãय b’ है जो ͩक Ĥतीपगमन रेखा के ढलान चर–मूãयɉ मɅ ͩकतना पǐरवत[न होगा । 
वाèतव मɅ Ĥतीपगमन गणुांक अचल मूãय ‘b’ है जो ͩक Ĥतीपगमन रेखा के ढलान 
(Slope of the Regression Line) का बीजगͨणतीय माप है, अथा[त ् यह 
Ĥतीपगमन रेखा के ढाल को Ǔनिæचत करता है । 
X का Y Ĥतीपगमन गणुांक (Regression Coefficient of X on Y) – यह गणुाकं 
X कȧ Y पर Ĥतीपगमन रेखा के ढाल का माप है जो ͩक Ĥ मɅ एक इकाई पǐरवत[न 
होने पर X मɅ होने वाले पǐरवत[न को बताता हɇ इसको संकेता¢र 1b  या yb  ɮवारा 
åयÈत ͩकया जाता है । इसे Ǔनàन सूğɉ से £ात ͩकया जा सकता है :– 

(i) x

y

bxy r 


   (ii) 2

xybxy
y





 

  2
2

d dydxdy
Nbxy
dy

dy
N

 
 




 

 



(253) 
 

Or  

(iv) 
  2

2
y

y

fd fdyfd dy iNb
ifdy

fdy
N




   
 


 

 

(B) Y का X Ĥतीपगमन गणुांक (Regression Coefficient of Y on X) – यह गणुाकं 
Y कȧ X पर Ĥतीपगमन रेखा के ढाल का बीजगͨणतीय माप है जो ͩक X मɅ एक 
इकाई पǐरवत[न होने पर Y मɅ होने वाले पǐरवत[न को बतलाता हɇ इसके संकेता¢र 2b  
या yb   ɮवारा Ĥदͧश[त ͩकया जाता है । सूğ Ǿप मɅ इसे Ǔनàन Ĥकार åयÈत ͩकया जा 
सकता है:– 

(i) 
y

x

byx r



  Or (ii) 2

xybyx
x





 

(ii)  
 2

2

d dydxdy
Nb y
d

d
N

 
 

 
 

  

  

Or 

(iv) 
 2

2

yx

fdx fdx
fdxdy

Nb
fdx iyfdx
N ix




 

 


 

Ĥतीपगमन गणुांकɉ से सहसàबÛध गणुांक का Ǔनधा[रण (determination of 
Coefficient of Correlation with the help of Regression 
Coefficients) दोनɉ Ĥतीपगमन गणुांकɉ yb   एव ं yb  कȧ सहायता से X एव ंY 
Įेणी के मÚय सहसàबÛध गणुांक का Ǔनधा[रण ͩकया जा सकता है, Èयɉͩक सहसàबÛध 
गणुांक, दोनɉ Ĥतीपगमन गणुɉको का गणुो×तर माÚय (geometric Mean) होता है 
अथा[त सहसàबÛध गणुांक दोनɉ Ĥतीपगमन गणुांकɉ का वग[मूल होता है । जैसा ͩक 
Ǔनàनͧलͨखत ĤͩĐया से èपçट है :– 

xy yxr b b   

x

y

bxy r 


  and y

x

byx r



 ; 

xy yxb b 2yx

y x

r r r


 
   

xy yxr b b    
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Ĥतीपगमन गणुांकɉ से सàबÛध मɅ Úयान रखने योÊय ǒबÛद ुइस Ĥकार हɇ :– 
(1) चू ंͩक 2r  = yb  yb   तथा हम जानत ेहै ͩक r का मान कभी भी 1 से अͬधक 

नहȣ ं हो सकता. अत: दोनɉ Ĥतीपगमन गणुांक अलग अलग कभी 1 से अͬधक 
मूãय से नहȣ ंहो सकत े। यǑद yb   एव ं yb  दोनɉ का मान एक से अͬधक है तो 

2r  भी एक अͬधक होगा तथा इसका वग[मूल भी एक अͬधक होगा, जो संभव नहȣं 
है । यहा ँयह èपçट कर देना आवæयक है ͩक ͩकसी एक Ĥतीपगमन गणुांक का 
मूãय एक से अͬधक हो सकता है लेͩकन ऐसी िèथǓत मɅ दसूरे गणुांक का मूãय 
इतना कम होना चाǑहए ͩक दोनɉ को आपस मɅ गणुा करने से पǐरणाम अͬधकतम 
1 हɉ ।  

(2) दोनɉ Ĥतीपगमन गणुाकंɉ के ͬचÛह समान हɉगे । यǑद yb  धना×मक है तो yb   
भी धना×मक होगा । ऐसा नहȣ ंहो सकता ͩक एक गणुांक धना×मक हो तथा दसूरा 
ऋणा×मक हो; Èयɉͩक ͩकसी भी Ĥतीपगमन गणुांक का ͬचÛह सहसàबÛध गणुांक 
पर Ǔनभ[र करता हɇ यǑद सहसàबÛध गणुांक धना×मक है तो दोनɉ Ĥतीपगमन 
गणुांक धना×मक हɉगे और यǑद सहसàबÛध गणुांक ऋणा×मक है तो दोनɉ 
Ĥतीपगमन गणुांक ऋणा×मक हɉगे । अथा[त ् सहसंबधं गणुांक एव ं Ĥतीपगमन 
गणुांकɉ के ͬचÛह हमेशा समान रहत ेहɇ। 

(3) चूँͩक 

byx   x x
xy

y y

r orb 
 

  

अत: इस समीकरणɉ मɅ से कोई भी तीन राͧश यǑद £ात है तो, हम चौथी राͧश 
भी £ात कर सकत ेहɇ । 

(i). यǑद yb =0.9 व yb  =0.4 तो r का मान £ात कȧिजए । 

Calculation the value of r if yb =0.9 and yb   =0.4 

(i) Ǔनàन आँकडɉ से (अ) Y का Ĥमाप ͪवचलन ( y ) व (ब) सह–सàबÛध गणुाकं (r) 
का मान £ात कȧिजये 
Calculate (a) the Standard deviation of Y. ( y ); and (b) 
Correlation coefficient (r) from the following data: 

.75; .36 ; 3Y        
हल :  

(i) 2
yr b y b     

अत: 2 0.9 .4 .36r     
2 0.36 0.6r    

(ii). X कȧ Y पर समाĮयण रेखा X = 0.75y 
यǑद Y = 1 तब X = .75 अत: yb  = 0.75 
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Y का X पर समाĮयण समीकरण Y = 0.36 
यǑद X = 1 तब Y = 0.36 
अब: yb   = 0.36  

2
xy yxr b b   या 0.75 0.36 0.52r     

चू ंͩक by y

x

r



  या 0.36 0.52
3

y
   

अत: y 0.36 30.36 2.08
0.52


    

Ĥद×त Ĥतीपगमन समीकरणɉ से माÚय मूãय व Ĥमीपगमन गणुांकɉ कȧ गणना 
(Calculation of Mean value and Regression Coefficient from 
the given Regression Equation) 
यǑद दोनɉ Ĥतीपगमन समीकरण £ात हɉ तो उनकȧ सहायता' से X व Y Įेͨणयɉ 
के माÚय मूãय (व Y ) £ात ͩकये जा सकत े हɅ । इसी Ĥकार X पर Y के 
Ĥतीपगमन समीकरण से yb  का मूãय तथा Y के X पर Ĥतीपगमन समीकरण से 

yb   का मूãय भी £ात ͩकया जा सकता है । परÛत ुकभी–कभी यह £ात नहȣ ं
होता है ͩक कौन सा Ĥतीपगमन समीकरण X on Y का है तथा कौन सा 
Ĥतीपगमन समीकरण X on Y का है । ऐसी िèथǓत मɅ ͩकसी एक Ĥतीपगमन 
समीकरण को X on Y ओ का Ĥतीपगमन समीकरण मानकर yb £ात कर ͧलया 
जाता है । तथा इसी Ĥकार दसूरे समीकरण के आधार पर yb   का मान £ात कर 

ͧलया जाता है । £ात yb व yb   से सहसàबÛध गणुांक £ात करत ेहɇ, यǑद 1 से 
अͬधक सहसंबधं गणुांक आता है या ͬचÛह असमान आत ेहै तो यह इस बात को 
ͧसƨ करता है ͩक हमारȣ माÛयता गलत थी, Èयɉͩक r1 से अͬधक नहȣ ंहो सकता 
है, अत: िजस समीकरण को y का x पर माना है उसे x का y पर मान लेना 
चाǑहए तथा अÛय को y का x मान लेना चाǑहए । अब yb   तथा yb का 
गणुनफल 1 से अͬधक नहȣ ंहोगा और पǐरणाम शुƨ होगा । 
समाÛतर माÚयɉ को £ात करने के ͧलऐ दोनɉ समीकरणɉ से x तथा y का मूãय 
£ात कर लेना चाǑहए । यहȣ x तथा y के समाÛतर माÚय हɉगे । 
उदाहरण : 8 
दो Ĥतीपगमन रेखायɅ Ǔनàन Ĥकार है : 
4 5 20 0Y    .................. (i) 
20 9 100 0Y    ................. (ii) 
£ात कȧिजये ͩक इनमɅ से कोनसी Y कȧ X पर Ĥतीपगमन रेखा है एव ंकौनसी X 
कȧ Y पर? 
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The two regression lines are given by the following equations 
4 5 20 0Y   .............. (i) 
20 9 100 0y   ............. (ii) 
Which of these lines is the line of regression of y on x and which of 
x on y? 
हल :  
इस Ĥæन मɅ यह £ात नहȣ ंहै ͩक कोनसा समीकरण X on Y है तथा कौनसा Y 
on X है, अत: समीकरण 4 5 20 0Y    को X on Y समीकरण मानने व 
दसूरे को Y on X मानने पर X on Y 
4 5 20 0Y    
4 20 5y     

20 5
4 4

y
    

अत: b y
5
4

y  

Y on X 
20 9 100 0y    
20 9 100y   

9 100 20y     
100 20

9 9
y x    

y a bx   

अतः 
20
9xyb   

y yr b b    

5 20 1.67
4 9

r     

r का मूãय 1 से अͬधक आने का कारण Ĥतीपगमन समीकरणɉ को ͪवपरȣत मान ͧलया 
जाता है। उनको बदलने पर अथा[त ्दसूरे समीकरण को X on Y तथा Ĥथम को Y on 
X मानने पर सहȣ समीकरण £ात हो जायɅगे – 
X on Y Equation  
20x-9y-100=0 
20 100 9y   

100 9
20 20

y    
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9
20yb  

Y on X Equation 
4 5 20 0y    

5 20 4y      
20 4
5 5

y x   

4
5yb   

xy yxr b b   
9 4 0.6
20 5

r     

अत: 4 5 20 0,y    Y का X पर Ĥतीपगमन समीकरण एव ं
20 9 100 0y    x का y पर Ĥतीपगमन समीकरण है । 
उदाहरण :9 
एक आͧशक Ǿप से नçट Ĥयोगशाला के अͧभलेखɉ से Ǔनàन पǐरणाम उपलÞध है – 
8 10 66 0;y    40 18 214y   
X Įेणी का Ĥसरण = 16 
उपयु [Èत सूचनाओं के आधार पर Ǔनàन मूãय £ात कȧिजये– 
(i) X व Y Įेͨणयɉ के माÚय मूãय, 
(ii) X व Y Įेणी का Ĥतीपगमन गणुांक । 
(iii) X और Y Įेणी के मÚय सहसàबÛध गणुांक तथा 
(iv) Y Įेणी का Ĥमाप ͪवचलन । 
The following results are available from the record of a partially 
destroyed laboratory 8 10 66 0;y    40 18 214y   
Variance of X =16 
From the above information calculate the value of : 
(i) Mean of X and Y series. 
(ii) Regression coefficient of X and Y series 
(iii) Coefficient of coefficient between X and Y, and 
(iv) Standard deviation of Y series 
हल: 
(i) X व Y Įेͨणयɉ के माÚय मूãय 

8 10 66y    .................(i) 
40 18 214y  ...............(ii) 
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समीकरण 1 को 5 से गणुा करके समीकरण (ii) मɅ से घटाने पर  
40 18 214y   
40 50 330y    

- 32 554y
 

  

544 17;
32

orY        

Y का मूãय समीकरण (i) मɅ रखने पर 
8 10 17 66     
8 66 170    or 8 104  

Or 104 13;
8

    

13   
(i) X व Y Įेणी के Ĥतीपगमन गणुांक 

माना पहला समीकरण Y का X पर व दसूरा X का Y पर Ĥतीपगमन समीकरण 
है  

अत: (i)40x=18y +214  or 18 214
40 40

Y    

18 9
40 20yb     

(ii) 10 8 66y     or 8 66
10 10

Y    

8 4
10 5

   

ǑटÜपणी: यǑद इस Ĥæन मɅ पहले समीकरण 8x–10y+66 =0 को X का Y पर एवं 
दसूरे समीकरण 40X–18y–214=0 को y का X पर समाĮयण समीकरण माना जाता 
तो yb  एव ं yb   के Đमश: Ǔनàन मान ĤाÜत होत े– 

10
8yb   एव ं 40

8yb     

ये दोनɉ हȣ मान 1 से बड़ ेहै, अत: इनका गणुनफल भी 1 से बड़ा होगा । इस Ĥकार 
यह माÛयता सहȣ नहȣ ंहोगी ।   
(ii) X और Y Įेणी के मÚय सहसàबÛध गणुांक  

 y yr b b    9 4
20 5

   9
25

  3
5

 =0.6 

(iii) Y Įेणी का Ĥमाप ͪवचलन 
X का Ĥसरण = 16 अत: 4  = 4 

17Y 
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.6,r   4
5yb    

y
y

y

r
b





 ; 4

5
 

.6
4

y
  

Or 5 .6 4 4y    
4 4 5.33
5 .6y     

10.9 अनुमान कȧ Ĥमाप ğुǑट (Standard Error of Estimate)  
समाĮयण रेखाओं कȧ सहायता से èवतंğ चर के Ǒदये मानɉ के ͧलए आͬĮत चर के 
मानɉ का सवȾपयÈुत अनमुान लगाया, जाता है । यह पता लगाने के ͧलए ͩक हमारे 
अनमुान स×य के ͩकतने Ǔनकट है, अनमुान कȧ Ĥमाप ğǑुट £ात कȧ जाती है । आͬĮत 
चर के वाèतͪवक मूãयɉ व अगͨणत (Computed) मूãयɉ के ͪवचलन वगɟ के औसत 
का वग[मूल हȣ अनमुान कȧ Ĥमाप ğǑुट कहलाती है । अथा[त यह अèपçट या åयाÉया 
रǑहत ͪवचलन मापक का वग[मूल होता है । अèपçटȣकृत Ĥसरण y या x के कुल 
Ĥसरण का वह भाग है िजसे èवतंğ चर के आधार पर èपçटȣकृत नहȣ ंͩकया जा सकता 
है ।  
अनमुान कȧ Ĥमाप ğǑुट कȧ गणना ͪवͬध ठȤक Ĥमाप ͪवचलन के पǐरकलन ͪवͬध जैसी 
है। अÛतर केवल इतना है ͩक इसमɅ ͪवचलन संगͨणत मूãयɉ (Computed Values) 
से £ात ͩकये जात ेहै, जबͩक Ĥमाप ͪवचलन के ͧलए ͪवचलन £ात करने हेत ुसमाÛतर 
माÚय का Ĥयोग ͩकया जाता है । 
Ĥतीपगमन रेखाओं के अनमुान कȧ Ĥमाप ğǑुटयाँ Ǔनàन सूğɉ से £ात कȧ जा सकती है 
– 
X on Y 

(i) 
2( )C

y
X XS

N

 
  

(ii) 21yS r    

अत: 
2

21 Sxyr
x

   

(iii) 
2

y
X a b XYS

N

   
  

Y on X 

(i) 
2( )C

y
Y YS

N

 
   

(ii) 
21y yS r    
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अत: 
2

21 Syxr
y

   

(i) 
2

y
Y a b XYS

N

   
   

यहा ँ:– 

yS = X कȧ Y पर अनमुान कȧ Ĥमाप ğǑुट (Standard Error of Estimate of 
X on Y) 

yS  Y कȧ X पर अनमुान कȧ Ĥमाप ğǑुट (Standard Error of Estimate of Y 
on X) 

CX  और CY  Đमश: X एव ं Y के संगͨणत मूãय (Computed Values of X 
and Y respectively) 
ǑटÜपणी : अनमुान कȧ Ĥमाप ğǑुट का Ĥतीपगमन रेखा से वहȣ सàबÛध हे जो Ĥमाप 
ͪवचलन का समाÛतर माÚय से है । यǑद अनमुान कȧ मान छोटा हɇ तो इसका अथ[ है 
ͩक ǒबÛद ुसमाĮयण रेखा के आस–पास अͬधक नजदȣक है । और इस Ĥकार कȧ रेखा 
से ĤाÜत संगͨणत मूãय वाèतͪवक मूãयɉ के बहु त अÍछे अनमुान हɉगे । यǑद अनमुान 
कȧ Ĥमाप ğǑुट बड़ी है तो इसका अथ[ होगा ͩक ǒबÛद ुसमाĮयण रेखा से दरू ǒबखरे हु ए 
हɇ और संगͨणत मूãय वाèतͪवक मूãयɉ के बहु त अÍछे अनमुान नहȣ ं हɉगे । यǑद 
अनमुान कȧ Ĥमाप ğǑुट का मान शूÛय है तो इसका अथ[ है ǒबÛद ुसमाĮयण रेखा पर 
हɉगे अथा[त ्दोनो चर Įेͨणयɉ मɅ पणू[ सह सàबÛध होगा व संगͨणत मूãय वाèतͪवक 
मूãयɉ के समान हɉगे । यǑद ͪवतरण ĤसामाÛय (Normal) हो तथा ͪवæलेषण दैव 
ĤǓतचयन पर आधाǐरत हो, तो Ĥतीपगमन रेखा से ͪवͧभÛन ǒबÛदओंु कȧ दरूȣ का 
Ǔनव[चन Ĥमाप ͪवचलन के Ǔनव[चन के समान हȣ ͩकया जा सकता है । Ǔनàन ͬचğ 
Ĥतीपगमन रेखा से ͪवͧभÛन दरूȣ पर िèथत ǒबÛदओंु कȧ िèथǓत दशा[ता है । 
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उदाहरण : 10 
Ǔनàन समंकɉ से Ĥतीपगमन रेखाओं के अनमुान कȧ Ĥमाप ğǑुटयां कȧिजये – 
Calculate Standard error of estimate of regression lines from the 
date given below ;– 
हल :–  

Calculation of Regression and Regression Equations 
X dx (X–

2) 
d 2  Y dy 

(Y–4) 
d 2y  dxdy 

1 –1 1 2 –2 4 2 
2 0 0 5 +1 1 0 
3 +1 1 3 –1 1 –1 
4 +2 4 8 +4 16 8 
5 +3 9 7 +3 9 9 

Total +5 15  +5 31 18 
Means of X and Y 

dxX A
N


   52

5
   = 2 + 1 = 3 

dyY A
N


   54

5
   = 4 + 1 = 5 

Regression CofficientS 
X on Y 
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2
2 ( )xy

dx dydxdy
Nb
dydy
N

 
 




 
 

2

5 518
5

(5)31
5







 18 5
31 5





13
26

  = .5 

5bxy   
Y on X 

2
2 ( )yx

dx dydxdy
Nb
dydx
N

 
 




 
 

2

5 518
5

(5)15
5







18 5
15 5





 13

10
  = 1.3 

1.3bxy   
Y on x 
Regression Equations 
X on Y 
( ) ( )yX X b Y Y     
( 3) .5( 5)X Y    

3 .5 .5 5X Y     
3 2.5 .5X Y    
.5 .5X Y    

Y on X 
( ) ( )yxY Y b X X     
( 5) 1.3( 3)Y X    

5 1.3 1.3 3Y X     
5 3.9 1.3Y X    
1.1 1.3Y X   

Calculation of Standard Error of Estimate 
X CX  ( )CX X  

2( )CX X  Y CY  CY Y  
2( )CY Y  

1 1.5 –.5 .25 2 2.4 –.4 .16 
2 3 –1 1 5 3.7 1.3 1.69 
3 2 1 1 3 5 –2 4 
4 4.5 –.5 .25 8 6.3 1.7 2.89 
5 4 1 1 7 7.6 –.6 .36 

Total   3.5    9.1 
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ǑटÜपणी :– CX  तथा CY  के मूãयɉ कȧ गणना के ͧलए Ĥतीपगमन समीकरण .5+.5Y 
मɅ Y के £ात मूãयɉ को रखकर CX  £ात ͩकया गया तथा समीकरण 1.1+.1.3X मɅ 
X के मूãयɉ को रखकर CY  £ात ͩकये गये हɇ। 

2( )CX X  3.5  
2( )C

y
X XS

N

 
  

3.5
5

  = .836 

2( )Cy y  = 9.10 
2( )C

yx
y yS

N
 

  

 9.10
5

  = 1.349 

10.10 सारांश 
उपरोÈत ͪववेचन से èपçट है ͩक सहसंबधं दो Įेͨणयɉ मɅ सबƨंता कȧ संÉया×मक 
अͧभåयिÈत हɇ परÛत ुएक चल के £ात मूãय के आधार पर दसूरे संबंͬ धत चल के 
मूãय का अनमुान लगाने के ͧलए Ĥतीपगमन ͪवæलेषण करना आवæयक होगा । 
Ĥतीपगमन कȧ गणना करत ेसमय वह ͪवæलेषण करना आवæयक होगा । Ĥतीपगमन 
कȧ गणना करत ेसमय वह मूãय जो £ात है, èवतंğ चर तथा दसूरा अ£ात मूãय 
िजसकȧ गणना करनी है, अͬĮत चर कहलाता है । दो संबंͬ धत Įेͨणयɉ (X तथा Y) के 
परèपर औसत संबधं को Ĥकट करने के ͧलए दो Ĥतीपगमन रेखाओं कȧ रचना कȧ 
जाती है । जो Đमश: X का Y पर Ĥतीपगमन एव ंY का X न Ĥतीपगमन को Ĥकट 
करती हे । इन रेखाओं कȧ रचना करने हेत ु मुÈत हèत वĐ रȣǓत, Ĥतीपगमन 
समीकरण रȣǓत या Ûयनूतम वग[ रȣǓत का Ĥयोग ͩकया जा सकता है । इन रेखाओं हेत ु
£ात समाĮयण गणुांकɉ कȧ सहायता से सहसंबधं गणुांक का Ǔनधा[रण भी ͩकया जा 
सकता है । Ĥतीपगमन ͪवæलेषण आͬथ[क व åयावसाǓयक अनसुधंान के ¢ेğ' मɅ 
पवुा[नमुान लगाने मɅ ͪवशेष Ǿप से उपयोगी है ।  

10.11 तकनीकȧ शÞदावलȣ (Technical Terms)  
Ĥतीपगमन  मूल इकाईयɉ के Ǿप मɅ दो या दो से अͬधक चरɉ 

के पारèपǐरक औसत संबधं का माप । 
रेखीय Ĥतीपगमन  ͪव¢ेप ͬचğɉ मɅ अंͩकत ǒबÛदओंु से सरल रेखा ĤाÜत 

होना । 
बहु गणुी Ĥतीपगमन  दो से अͬधक चलɉ मɅ पारèपǐरक संबधंɉ का 

समाĮयण ͪवæलेषण। 
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‘a’ अचर मूãय  वह ǒबÛद ुिजस पर Ĥतीपगमन रेखा कोǑट अ¢ को 
èपश[ करɅ. यह y अत: खÖड y (intercept) है । 

‘b’ अचर मूãय  Ĥतीपगमन रेखा के ढलान को Ǔनिæचत करने वाला 
मूãय। 

Ĥतीपगमन गणुांक  वह अनपुात जो एक समंक Įेणी के चर मूãयɉ मɅ 
एक इकाई पǐरवत[न होने पर संबƨ दसूरȣ Įेणी मɅ 
चर मूãयɉ मे होने वाले पǐरवत[नɉ को èपçट करɅ। 

अनमुान कȧ Ĥमाप ğǑुट  आͬĮत Įेणी के वाèतͪवक मूãयɉ एव ं संगͨणत 
मूãयɉ के ͪवचलनɉ का माÚयक, माप । 

10.12 èवपरख Ĥæन 
1. Ĥतीपगमन कȧ पǐरभाषा दȣिजये । 
2. Ĥतीपगमन कȧ रेखायɅ दो Èयɉ होती है ? ͩकन पǐरिèथǓतयɉ मɅ केवल एक हȣ 

Ĥतीपगमन रेखा हो सकती है? 
3. सहसंबधं तथा Ĥतीपगमन मɅ अÛतर बताइये । 
4. ǑटÜपͨणया ंͧलͨखए :– 

(अ) Ĥतीपगमन गणुांक 
(ब) अनमुान कȧ Ĥमाप ğǑुट  

5. Ĥतीपगमन समीकरण ͩकस Ĥकार Ǔनकाले जात ेहै, उदाहरण ɮवारा समझाये 
6. ͩकसी परȣ¢ा मɅ 500 परȣ¢ाͬथ[यɉ के सांिÉयकȧ एव ंअथ[शाèğ ͪवषयɉ मɅ ĤाÜतांक का 

ͪववरण Ǔनàन Ĥकार है :–  
The detail of marks obtained by 500 candidates in an examination in 
Statistics and Economics are given blow : 

सांिÉयकȧ (Statistics) अथ[शाèğ (Economics) 
माÚय ĤाÜताक (Mean Marks)  48   50 
Ĥमाप ͪवचलन (Std. Deviation)  9   16 
दोनɉ ͪवषयɉ के सàबिÛधत माÚयɉ से Ǔनकाले गये ĤाÜताकंɉ के ͪवचलनɉ कȧ गणुाओं का 
योग 38936; Ĥतीपगमन समीकरण £ात कȧिजए । सांिÉयकȧ मɅ 50 अंक ĤाÜत करने 
वाले परȣ¢ाथȸ के अथ[शाèğ मɅ ĤाÜतांक भी अनमुाǓनत कȧिजए । 
Total product of deviation from the respective means of the subjects 
is 38936 fond out two regression equations. Also estimate the marks 
of a candidate in Economics whose marks in Statics are 50.  
Ans. 0.304 32.8, 0.96 3.92X y Y x    (ii) (52) 

1. Ǔनàनͧलͨखत समंक 1000 अͬधकाǐरयɉ कȧ लàबाई (X) तथा भार (Y) से सàबिÛधत है :– 
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The following data relates to the height (X) and weight (Y) of 1000 
executives :  
Mean Height  X = Mean Weight  Y  =160 lbs 

Standard deviations ( ) of height =3.6”and that of weight ( )y =25 
Ibs and r=0.8 
अनमुाǓनत कȧिजए (Estimate) :  

(i) उस अͬधकारȣ कȧ लàबाई िजसका भार 100 है । (The height of an exective 
whose weight is 100 Ibs) 

(ii) उस अͬधकारȣ का भार िजसकȧ ऊंचाई 5 फȧट है । (The weight of an exective 
whose height is 5 ft.) 
Ans. (i) X on Y =0.136y +80.48, (ii) Y on X Y = 0.06 X + 64.6 

8. Ǔनàन आँकड़ɉ से Y का X पर तथा X का Y पर Ĥतीपगमन समीकरण बनाइए । 
Calculate the regression equations of Y on X and X on Y from 

the following data :  
Sales  91 97 108 121 67 124 51 73 111 57 
Purchases  71 75 69 97 70 91 39 61 80 47 
Ans. (i) X on Y =0.136y +80.48, (ii) Y on X Y = 0.06 X + 64.6 

9. 10 ͪपताओं और उनके पğुɉ कȧ ऊंचाई के आँकड़ ेǓनàन Ĥकार हɇ । उनके Ĥतीपगमन 
समीकरणɉ को £ात कȧिजए । 
Following are the data of height of 100 father and their sons. Find 
out the regression equations from them. 
Height of father in inches (X) 62 64 66 67 68 69 71 72 73 
Height of son in inches (Y) 63 62 65 67 67 70 70 68 71 
Ans. 5.02 .94 ; 19.4 0.7X y y x      

10. Ǔनàनͧलͨखत समंकɉ से Ûयनूतम वग[ रȣǓत ɮवारा Ĥतीपगमन समीकरण £ात कȧिजए । 
Find out the regression equations by least squre method, from the 
following data :  

X  1 2 3 4 5 6 7 8 9 
Y  8 9 10 11 12 13 14 15 16 
 Ans. 7; 7x y y X     

11. एक ͪवतरण के Ǔनàन माप Ǒदये गये हɇ :– 
For a distribution the following measures are given : – 
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X Įेणी का Ĥसरण (Variance of X) = 25 तथा Ĥतीपगमन समीकरण 
(Regression equations) 
£ात कȧिजए (find out) : 

(i) X और Y के मूãय (Mean values of x and y) 
(ii) X तथा Y के मÚय Ǔनæचयन गणुांक तथा सह सàबÛध गणुांक (The Coefficient 

of determination and coefficient of correlation) 
(iii) y Įेणी का Ĥमार ͪवचलन (Standard deviation y) 

Ans. ( ) 4, 7( ) .5( ) 14.97yi X Y ii r iii        

12. Ǔनàन समाĮयण समीकरण दȣ गई है : 
The following regression equations are given 
(A) X+2Y =5; 2x+3y = 8, 
(B) 2X–3Y = 0, 4y – 5x 8 = 0  
£ात कȧिजए : 
(i) X , एव ंY Įेणी के माÚय 
(ii) सह सàबÛध गणुांक 
Find :  
(i) Means of X and Y series. 
(ii) Coefficient of Correlation between x and y. 

Ans. a) 1, 2 ,0.87x y r   
b) 12, 8 ,0.91y y r   
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इकाई –11 : सह–सàबÛध  
इकाई कȧ Ǿपरेखा 
11.0 उƧेæय 
11.1 Ĥèतावना 
11.2 सहसàबÛध का अथ[ एव ंपǐरभाषा 
11.3 सहसàबÛध के Ĥकार 
11.4 सह–सàबÛध का पǐरमाण या माğा 
11.5 सहसàबÛध £ात करने कȧ रȣǓतया ँ
11.6 ͪवलàबना तथा अĒगमन 
11.7 सहसàबÛध गणुाक से सबͬधत अÛय माप Ǔनæचयन गणुांक एव अǓनæचयन गणुांक  
11.8 साराशं 
11.9 तकनीकȧ शÞदावलȣ 
11.10 èवपरख Ĥæन 
11.11 सÛदभ[ ĒÛथ 

11.1 उƧेæय (Objectives)  
इस अÚयाय को पढ़ने के पæचात ्आप समझ पायɅगे :– 
 सहसंबधं से Èया आशय है ? 
 सहसंबधं ͩकतने Ĥकार का होता है ? 
 सहसंबधं गणुांक का Ǔनव[चन ͩकस Ĥकार ͩकया जाता है ? 
 सहसंबधं गणुांक का माप करने कȧ ͪवͧभÛन रȣǓतया ंकौन सी है ? 
 सहसंबधं गणुांक कȧ ͪवæवसनीयता कȧ जांच ͩकस Ĥकार कȧ जाती है ? 
 ͪवलàबना या अĒगमन होने पर गणुांक कȧ गणना कैसे कȧ जाती है ? 

11.1 Ĥèतावना (Introduction)  
पवू[ के अÚयायɉ मɅ अब तक िजन सांिÉयकȧय रȣǓतयɉ का अÚययन ͩकया है, उनमɅ 
केवल एक चरȣय आवǓृत ͪवतरण उनकȧ रचना एव ंबनावट का हȣ अÚययन सिàमͧलत 
है । 
åयावहाǐरक जीवन मɅ अनेक ऐसी िèथǓतया ँ पायी जाती है जब दो या अͬधक चरɉ 
(Variables) के मÚय आÛतǐरक सàबÛध पाया जाता है । अथा[त ्एक या अनेक चरɉ 
के मान मɅ कमी अथवा वृͪ ƨ के कारण Ĥाय: ͩकसी अÛय चर के मान मɅ कमी अथवा 
वृͪ ƨ होती है । अनेक दशाओं मɅ घटनायɅ परèपर एक दसूरे से Ĥभाͪवत होकर पǐरवǓत[त 
होती रहती है । उदाहरणाथ[ –यǑद पǐरवार कȧ आय तथा åयय के समकं साथ–साथ 
रखकर देखɅ जाये तो यह èपçट Ǿप से Ǒदखाई देगा ͩक आय बढ़ने पर åयय भी बढ़ा है 
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। और आय घटने पर åयय मɅ भी कमी आई है । इसके ͪवपरȣत यǑद ͩकसी वèत ुके 
मूãय तथा माँग के समंकɉ का अवलोकन करɅ तो यह पाया जाएगा ͩक मूãय बढ़ने पर 
माँग मɅ कमी आई है, जबͩक मूãय घटने पर माँग मɅ वृͪ ƨ हो गई है । इस Ĥकार के 
अनेक उदाहरण हम अपने दैǓनक जीवन मɅ देखत ेहɇ । 
ऐसी दशा मɅ समंक यÊुम मापɉ के Ǿप मɅ Ĥèतुत ͩकये जात ेहɇ तो ͪवæलेषक को यह 
जानना जǾरȣ हो जाता है ͩक Èया इन यÊुम मापɉ मɅ कोई सहसàबÛध है अथवा नहȣं।  

11.2 सहसàबÛध का अथ[ एवं पǐरभाषा (Meaning & Definition of 
Correlation)  
समकं ͪवæलेषण कȧ यह ͪवͬध जो दो अथवा अͬधक चरɉ के मÚय सàबÛध कȧ Ĥगाढ़ता 
का मापन एव ंͪवæलेषण करती है, सहसàबÛध कहलाती है । 
जब दो या अͬधक चरɉ मɅ पǐरवत[न इस Ĥकार होता है ͩक एक चर मɅ पǐरवत[न का 
सàबÛध दसूरे चर अथवा चरɉ से होता है, यह पǐरवत[न उसी Ǒदशा अथवा ͪवपरȣत 
Ǒदशा मɅ हो सकता है तो ऐसे चर सहसàबिÛधत कहलात ेहɇ । 
Ĥो. बाऊले के अनसुार, “जब दो चर इस Ĥकार सàबिÛधत हɉ ͩक एक चर मɅ होने 
वाले पǐरवत[न दसूरे चर मɅ होने वाले पǐरवत[न कȧ सहानभुूǓत मɅ हɉ, अथा[त ्एक चर मɅ 
कमी अथवा वृͪ ƨ दसूरे चर मɅ कमी या वृͪ ƨ अथवा इसके ͪवपरȣत से सàबिÛधत हɉ, 
तो दोनɉ चर परèपर सह–सàबिÛधत कहलात ेहɇ ।”  
Ĥो. बोͫडगंटन के अनसुार “जब कभी दो या अͬधक समूहɉ, वगȾ अथवा समकं–Įेͨणयɉ 
मɅ सुǓनिæचत संयोग ͪवɮयमान हो तो उनमɅ सहसàबÛध का होना कहा जाता है ।” 
Ĥो. ͩकंग के मतानसुार दो Įेͨणयɉ अथवा समूहɉ के मÚय काय[ कारण सàबÛध को हȣ 
सहसàबÛध कहत े हɇ । ͧलखा है ͩक “सहसàबÛध का अथ[ यह है ͩक दो समंक 
Įेͨणयɉ अथवा तØय समूहɉ मɅ कारण काय[ सàबÛध पाया पाता है ।” Ĥो. ͩकंग ने हȣ 
यह भी èपçट ͩकया है ͩक “यǑद यह स×य ͧसƨ हो जाता है ͩक अͬधकांश उदाहरणɉ 
मɅ दो चर–मूãय सदा एक Ǒदशा मɅ या ͪवपरȣत Ǒदशा मɅ घटने–बढ़ने कȧ Ĥविृ×त रखत ेहै 
तो ऐसी िèथǓतयɉ मɅ हम यह समझत ेहै ͩक उनमɅ एक सàबÛध पाया जाता है । यह 
सàबÛध भी सहसàबÛध कहलाता है ।” 
डेवनपोट[ ने ͧलखा है ͩक “सहसàबÛध का सàपणू[ ͪवषय पथृक् ͪवशेषताओं के मÚय 
पाये जाने वाले उस पारèपाǐरक सàबÛध कȧ ओर संकेत करता है िजसके अनसुार वे 
कुछ सीमा तक साथ–साथ पǐरवǓत[त होने कȧ Ĥविृ×त रखत ेहɇ ।”इस Ĥकार दो या दो 
से अͬधक चरɉ के सह ͪवचरणɉ के ͪवæलेषण को सहसàबÛध कहत ेहɇ । सहसàबÛध 
ͪवæलेषण से हमɅ £ात होता है ͩक दो चरɉ मɅ ͩकस Ĥकार का एव ंͩकतना सह सàबÛध 
है। 
यहाँ यह èपçट कर देना आवæयक है ͩक सहसàबÛध कȧ उपिèथǓत के ͧलए कारण–
काय[ सàबÛध का ͪवɮयमान होना सदैव आवæयक नहȣ ंहोता । अथा[त ्सहसàबÛध सदैव 
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कारण– पǐरणाम से हȣ उ×पÛन नहȣ ंहोता है । लेͩकन ͩफर भी कारण–काय[ सàबÛध 
होने पर सहसàबÛध ͪवɮयमान होता है । 
कारण–काय[ सàबÛध तथा सहसàबÛध (Correlation and Causation) 
जब एक Įेणी के पǐरवǓत[त होने से संबिÛधत दसूरȣ Įेणी मɅ पǐरवत[न होता हɉ तो एक 
से दसूरȣ Įेणी मɅ इस पारèपाǐरक आͬĮतता को हȣ सांिÉयकȧ मɅ सहसàबÛध कहत ेहɇ । 
इस Ĥकार एक समंक माला मɅ पǐरवत[न कारण हो िजससे दसूरȣ समंक माला मɅ 
पǐरवत[न Ĥभाव हɉ, तब हȣ सहसàबÛध साथ[क कहा जाता है अÛयथा नहȣ ं । 
उदाहरणाथ[– आय मɅ पǐरवत[न कारण है िजसका Ĥभाव åयय मɅ वृͪ ƨ है; मूãय वृͪ ƨ 
कारण है िजससे माँग मɅ कमी होना Ĥभाव है, वाहनɉ कȧ संÉया कारण तथा दघु[टनाएं 
उनका Ĥभाव, बेकारȣ कारण है और दोͪषयɉ कȧ संÉया Ĥभाव । इस Ĥकार जब दो या 
अͬधक Įेͨणयɉ मɅ इस Ĥकार का कारण–काय[ सàबÛध हो तभी सहसàबÛध मह×वपणू[ 
कहा जा सकता है। 
सहसàबÛध गणना रȣǓत ɮवारा केवल सहसàबÛध कȧ माğ को मापा जाता है । उÍच 
èतरȣय सहसàबÛध होने पर भी यह जǾरȣ नहȣ ंहै ͩक उनमɅ साथ[क सहसàबÛध भी हो, 
Èयɉͩक साहचय[ (Association) तथा कारण–काय[ सàबÛध (Causation) मɅ बहु त 
अÛतर है । इसी Ĥकार दो चलɉ के मÚय साहचय[ होने पर भी यह आवæयक नहȣ ंͩक 
उनमɅ कारण काय[ सàबÛध हो, ͩकÛत ुकारण – काय[ सàबÛध होने पर साहचय[ होना 
आवæयक है । यहा ँयह जानना आवæयक है । ͩक केवल साहचय[ के आधार पर  
सहसàबÛध का पǐरकलन ħामक ǓनçकषȾ को जÛम देता हɇ जब ऐसे सहसàबÛध को 
ħामक सहसàबÛध (Spurious Correlation) या Ǔनरथ[क सहसàबÛध (None 
sense Correlation) कहत ेहɇ । वे पǐरिèथǓतयाँ Ǔनàनͧलͨखत है :– 

1 यǑद दो चलɉ मɅ उÍचèतरȣय सहसàबÛध हो, जबͩक åयवहाǐरक Ǻिçट मɅ उनके मÚय 
कोई सàबÛध न हो तो इस Ĥकार के सहसàबÛध को ħामक सहसàबÛध कहत ेहɇ । 
जैसे भारत सरकार के कम[चाǐरयɉ के वेतन तथा अमेǐरका मɅ शराब कȧ कȧमत के मÚय 
उÍचèतरȣय सहसàबÛध होने पर भी यह Ǔनरथ[क है; Èयɉͩक इन दोनɉ चलɉ मɅ ͩकसी 
Ĥकार का कारण काय[ का सàबÛध नहȣ ंहै । 

2 कई बार संयोग से दो चलɉ मɅ ऐसा सहसàबÛध उपिèथत हो सकता है । जो ताͩक[ क 
Ǻिçट से èपçटतया ħामक हो, जैसे पǓत–प×नी कȧ आय ुमɅ ऋणा×मक सहसàबÛध, 
मूãय वृͪ ƨ एव ंमांग वृͪ ƨ मɅ धना×मक सहसàबÛध होना आǑद । अपया[Üत Ûयादश[ होने 
कȧ दशा मɅ सामाÛयत: सहसàबÛध ħामक हो सकता है । 

3 कभी–कभी दो समंक Įेͨणयɉ या चरɉ मɅ सàबÛध हो होता है लेͩकन इस बात का 
Ǔनæचय करना कǑठन होता है । ͩक कौन सा कारण तथा कौन सा उसका Ĥभाव है । 
उदाहरणाथ[ बɇक ऋणɉ तथा जमाओं मɅ घǓनçट सàबÛध होने पर भी यह कहना कǑठन 
है ͩक ऋणɉ कȧ सुͪवधा के कारण जमाओं मɅ वृͪ ƨ हु ई है या जमाओं मɅ वृͪ ƨ के 
फलèवǾप बɇक ऋणɉ मɅ वृͪ ƨ हु ई है । 
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4 जब दो चर èवतंğ हो लेͩकन ͩकसी अÛय कारण से दोनɉ चर समान Ǿप से Ĥभाͪवत 
होत े हो तो उÍच सहसàबÛध होने पर भी Ǔनçकष[ ħामक एव ंअथ[हȣन हȣ हɉगे । 
उदाहरणाथ[ ͪपछले दस वषɟ मɅ गेहू ँतथा मÈका के उ×पादन के मÚय उÍच सहसàबÛध 
होत े हु ए भी वे Ĥ×य¢ Ǿप से एक दसूरे से सàबिÛधत नहȣ ंहै । गेहू ँका उ×पादन मɅ 
वृͪ ƨ होने से मÈका के उ×पादन मɅ पǐरवत[न होना आवæयक नहȣ ंहै । वाèतव मɅ इन 
समकं Įेͨणयɉ या चरɉ पर अÛय कारणɉ का समान Ǿप से Ĥभाव रहा है, जैसे कृͪष के 
आधुǓनकȧकरण से गेहू ँएव ंमÈका दोनɉ के उ×पादन मɅ वृͪ ƨ हु ई है । 
डॉ. बॉͫडगंटन ने èपçट ͩकया है ͩक “यǑद सारे Ĥमाण यह संकेत करत ेहै ͩक दो चरɉ 
के मÚय कुछ सहसàबÛध पाया जाता है या पाया जा सकता है, तो भी इन Ĥमाणɉ कȧ 
बड़ी सावधानी से जाँच करनी चाǑहए ।”केवल सहसàबÛध कȧ ͪवɮयमानता सदैव सहȣ 
पǐरणाम Ĥèतुत करɅ यह आवæयक नहȣ ं है सहȣ पǐरणाम के आकलन हेत ु गहन 
ͪवæलेषण एव ंसतक[ ता के साथ कारण–काय[ सàबÛध का ͪवæलेषण आवæयक है । 

11.3 सहसàबÛध के Ĥकार (types of Correlation)  
सहसàबÛध के Ǔनàन Ĥकार हो सकत ेहै :–  

1. धना×मक तथा ऋणा×मक सहसàबÛध 
जब दोनɉ चरɉ मɅ एक हȣ Ǒदशा मɅ पǐरवत[न होत ेहो अथा[त ्एक चर के मूãयɉ मɅ वृͪ ƨ 
होने पर दसूरे चर के मूãयɉ मɅ भी वृͪ ƨ होती है तथा एक चर के मूãयɉ मɅ कमी होने 
पर दसूरे चर के मूãयɉ मे भी कमी होती है तो ऐसे सहसàबÛध को धना×मक 
सहसàबÛध कहत े है । जैसे ͪपता कȧ आय ुबढ़ने से पğु कȧ आय ुबढ़ना, मूãय बढ़ने 
पर पǓूत[ बढ़ना या मूãय घटने पर पणू[ घटना आǑद । यहा ँयह बात Úयान रखने योÊय 
है ͩक पǐरवत[नɉ कȧ Ǒदशा मह×वपणू[ है, माğा नहȣ ं। 
दसूरȣ और, यǑद एक चर के मूãयɉ मɅ वृͪ ƨ होने पर दसूरे चर के मूãयɉ मɅ कमी होती 
है अथा[त दोनɉ चरɉ के पǐरवत[न ͪवपरȣत Ǒदशा मɅ है तो इसे ऋणा×मक सहसàबÛध 
कहत ेहै। उदाहरण के ͧलए ͩकसी वèत ुके मूãय मɅ वृͪ ƨ होने पर उसकȧ माँग मɅ कमी 
आ जाती है, या मूãय मɅ कमी होने पर मांग मɅ वृͪ ƨ हो जाती है, यह ऋणा×मक 
सहसंबधं कहलाता है । 
धना×मक एव ंऋणा×मक सहसàबÛध Ǔनàन उदाहरण से समझा जा सकता है – 
धना×मक सहसàबÛध    ऋणा×मक सहसàबÛध  

ͪपता कȧ आयु A : 20 25 28 30 35 मूãय मɅ वृͪ ƨ A : 20 25 28 30 35 
पुğ कȧ आयु B : 12 18 20 25 30 मांग मɅ कमी B : 30 25 20 18 12 
कȧमत मɅ कमी A : 40 30 25 20 15 लागत मɅ कमी A : 40 30 25 20 15 
पूǓत [ मɅ कमी B : 25 20 15 10 8 उ×पादन मɅ वृͪ ƨ B : 8 10 15 20 25 

नीचे ͬचğɉ मɅ पणू[ धना×मक एव ंपणू[ ऋणा×मक सह–सàबÛधɉ को Ĥदͧश[त ͩकया गया 
है:– 
पणू[ धना×मक सह– सàबÛध   पणू[ ऋणा×मक सह–सàबÛध 
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Perfect Positive Correlation   Perfect Nagative 
Correlation  

 
2 रेखीय तथा वĐ रेखीय सहसàबÛध :– 

यǑद दो चरɉ के मूãयɉ मɅ होने वाले पǐरवत[नɉ के मÚय दरूȣ िèथर रहती है तो ऐसा 
संबधं रेखीय सहसàबÛध पाया जाता है । जैसे यǑद आय मɅ 20 Ǿपये कȧ वृͪ ƨ बचत 
मɅ सदैव 8 Ǿ. हȣ वृͪ ƨ करती है तो आय और बचत मɅ रेखीय सहसàबÛध माना जाता 
है । रेखीय सàबÛध वाले चल मूãयɉ को रेखाͬचğ पर अंͩकत करने से एक सरल रेखा 
बन जाती है, इसͧलए इसे रेखीय सहसàबÛध कहत े है । ͩकÛत ुऐसा केवल ĤाकृǓतक 
ͪव£ान मɅ हȣ सàभव है । 
दसूरȣ ओर, जब दोनो चलɉ मɅ पǐरवत[न का अÛतर बदलता रहता है अथा[त ्अिèथर 
होता है जैसे Ĥ×येक बार आय मɅ 20 Ǿ. वृͪ ƨ होने पर बचत मɅ पहलȣ बार 8 Ǿ. कȧ, 
दसूरȣ बार 4 Ǿ. कȧ और तीसरȣ बार 10 Ǿ. कȧ वृͪ ƨ होती है तो दोनɉ चलɉ के मÚय 
पाये जाने वाले सàबÛध को वĐ रेखीय ĤकृǓत का कहा जाता है । ऐसे चल मूãयɉ को 
रेखाͬचğ पर अंͩकत करने से एक वĐ रेखा का Ǔनमा[ण हो जाता है, इसͧलए ऐसे 
सहसàबÛध को वĐ रेखीय सहसàबÛध कहत े हɇ । सामािजक तथा आͬथ[क ¢ेğɉ से 
सàबिÛधत समकंɉ मɅ Ĥाय: वĐ–रेखीय सहसàबÛध हȣ पाया जाता है । 
ͬचğ के माÚय से इसे Ǔनàन Ĥकार से èपçट ͩकया जा सकता है:–  

 
3 सरल, आंͧशक व बहु गणुी सह–सàबÛध :– 
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जब सहसàबÛध दो चरɉ के मÚय £ात ͩकया जाता है तो इसे सरल सहसàबÛध कहत े
हɇ। यǑद चरɉ कȧ संÉया अͬधक हो तो उनके बीच सहसàबÛध बहु गणुी अथवा आंͧशक 
हो सकता है । एक आͬĮत चर पर दो या अͬधक èवतंğ चरɉ के सिàमͧलत Ĥभाव का 
अÚययन बहु गणुी सह सàबÛध कहलाता है । जबͩक आंͧशक सह सàबÛध (Practical 
Correlation) के अÛतग[त दो से अͬधक चरɉ के मÚय सàबÛध का अÚययन ͩकया 
जाता है, परÛत ुअÛय चरɉ मɅ पǐरवत[न के Ĥभाव को िèथर मानत े हु ए केवल दो चरɉ 
के मÚय सàबÛध का हȣ मापन ͩकया जाता है । उदाहरणाथ[ ͪवɮयाͬथ[यɉ कȧ आय,ु 
ऊँचाई एव ंभार मɅ यǑद आय ुको िèथर मानकर ऊँचाई एव ंभार के बीच सहसàबÛध 
£ात ͩकया जाये तो यह आंͧशक सह–सàबÛध कहलायेगा । 

4 सह–सàबÛध का पǐरमाण या माğा (Degree of Correlation) :– 
सह सàबÛध के पǐरमाण को नापने के ͧलए सह–सàबÛध गणुांक £ात ͩकया जाता है । 
यह गणुांक धना×मक या ऋणा×मक हो सकता है । ͩकÛत ुसह –सàबÛध गणुांक कभी 
भी +1 से एव ं–1 से अͬधक नहȣ ंहो सकता है । सह सàबÛध के पǐरमाण को Ǔनàन 
Ĥकार से वगȸकृत ͩकया जा सकता है । 
(1) पणू[ सहसàबÛध (Perfect Correlation) – जब दो चर–मूãयɉ के पǐरवत[न समान 

अनपुात मɅ हो तो उनमɅ पणू[ सहसàबÛध होता है । समान अनपुात मɅ जब 
पǐरवत[न, एक हȣ Ǒदशा मɅ होता है, तब सहसàबÛध पणू[ धना×मक (Perfect 
Positive Correlation) होता है । इसके ͪवपरȣत जब समान अनपुात मɅ 
पǐरवत[न ͪवपरȣत Ǒदशाओं मɅ हो तो सहसàबÛध पणू[ ऋणा×मक (Perfect 
Negative Correlation) होता है । 

(2) उÍच èतरȣय सहसàबÛध (High Degree of Correlation)– जब दो चर मूãयɉ 
मɅ सहसàबÛध पणू[ (Perfect) तो न हो, पर काफȧ अͬधक माğा मɅ हो तो वहा ँ
उÍच–èतर का सहसàबÛध होता है । उÍच èतरȣय सहसàबÛध कȧ िèथǓत मɅ 
सहसàबÛध गणुाकं 0.75 या इससे अͬधक लेͩकन 1 से कम होता है । 
सहसàबÛध गणुांक का ͬचÛह धन (+) होने पर यह उÍच–èतर का धना×मक 
सहसàबÛध तथा ͬचÛह ऋण  (–) होने पर संबधं उÍच èतरȣय ऋणा×मक होता है ।  

(3) मÚय èतरȣय सहसàबÛध (Moderate Degree of Correlation) – जब 
सहसàबÛध कȧ माğा न तो बहु त उÍच हो तथा न बहु त Ǔनàन हो वहा ँमÚय–
èतरȣय सहसàबÛध ͪवɮयमान होता है । इस िèथǓत मɅ सहसàबÛध गणुांक 0.25 
से 0.75 के मÚय होता है । यह धना×मक हो सकता है ।  

(4) Ǔनàन èतरȣय सहसàबÛध (Low Degree of Correlation) – जब दो चर 
मूãयɉ मɅ सहसàबÛध तो हो लेͩकन बहु त हȣ कम माğा मɅ हो तो वहȣ ं Ǔनàन–
èतरȣय का सहसàबÛध होता हɇ इस िèथǓत मɅ सहसàबÛध शूÛय (0) से अͬधक व 
0.25 के मÚय होता है । यह भी धना×मक तथा ऋणा×मक हो सकता है । 
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(5) सहसàबÛध कȧ अनपुिèथǓत (Absence of Correlation) – यǑद दो चरɉ मɅ 
आͬĮतता ǒबãकुल न पाई जाये अथा[त ्उनके पǐरवत[नɉ मɅ सàबÛध न हो तो ऐसी 
िèथǓत को सहसàबÛध का अभाव कहत ेहɇ । सहसàबÛध के अभाव कȧ िèथǓत मɅ 
सहसàबÛध गणुाकं शूÛय (0) होता है ।  
सहसàबÛध कȧ ͪवͧभÛन पǐरमाणɉ को Ǔनàन ताͧलका से समझा जा सकता है :–  

पǐरणाम धना×मक ऋणा×मक 
पूण[ (Perfect) +1 –1 
उÍच (High) +.75 और 1 के मÚय –1 और –.75 के मÚय 

सीͧमत मÚयम (Moderate) +.25 और +.75 के मÚय –.75 और –.25 के मÚय 
Ǔनàन (Low) 0 व +.25 के मÚय –.25 व 0 के मÚय 

अनपुिèथत (Absence) 0 0 

 

11.5 सहसàबÛध £ात करने कȧ रȣǓतयाँ (Methods of 
Determining Correlation) 
सहसàबÛध £ात करने कȧ Ĥमुख रȣǓतयɉ को Ǔनàन चाट[ से आसानी से समझा जा 
सकता है :– 

 
ǑटÜपणी : Ûयनूतम वग[ रȣǓत व Ĥतीपगमन गणुांकɉ ɮवारा भी सहसंबधं £ात ͩकया जा 
सकता है, िजनका ͪवèततृ ͪववेचन Ĥतीपगमन ͪवæलेषण नामक अÚयाय मɅ ͩकया गया 
है। 
Ĥमुख रȣǓतयɉ का वण[न Ǔनàनानसुार है :–  

1. ͪव¢ेप ͬचğ (Scatter Diagram) 
दो समंक Įेͨणयɉ मɅ सहसàबÛध कȧ Ǒदशा तथा माğा का अनमुान ͪव¢ेप ͬचğ के 
ɮवारा £ात ͩकया जा सकता है । इस रȣǓत के अनसुार èवतंğ चर–मूãयɉ कȧ Ēाफ के 
भुजा¢ (X–axis) पर तथा त×सàबÛधी आͬĮत चर मूãयɉ को कोǑट अ¢ (Y–axis) पर 
अंͩकत ͩकया जाता है । X तथा Y दोनɉ समकं Įेͨणयɉ के Ĥ×येक पद–यÊुम (Pairs 
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of Items) या जोड़े के ͧलए एक–एक ǒबÛद ुअंͩकत ͩकया जाता है । इस Ĥकार समकं 
Įेणी मɅ िजतने पद–यÊुम हɉगे उतने हȣ ǒबÛद ुĒाफ पğ पर अंͩकत ͩकये जायɅगे । 
ͪव¢ेप ͬचğ मɅ अंͩकत ͪवͧभÛन ǒबÛदओंु को देखने पर चर–मूãयɉ कȧ एक Ǔनिæचत 
ĤवǓृत का आभास हो जाता है । यह ĤवǓृत हȣ सहसंबधं है । इसे Ǔनàन ͬचğɉ के ɮवारा 
समझा जा सकता है:– 

 
दोनɉ Įेͨणयɉ के पदयÊुम िजतने पास हɉगे उतना हȣ अͬधक सहसंबधं होगा । सहसंबधं 
कȧ Ǒदशा का £ात करने के ͧलए पदयÊुम कȧ बढ़ने कȧ Ǒदशा को देखा जाता है अथा[त ्
यǑद यÊुम नीचे बायɅ से ऊपर दायɅ बढ़त ेहु ये होत ेहɇ तो धना×मक संबधं ऊपर बायɅ से 
नीचे दायɅ ͬगरत े हु ये होने पर ऋणा×मक संबधं होगा । पद मूãयɉ के ǒबखरे हु ये होने 
पर सहसबधं कȧ अनपुिèथǓत मानी जाएगी । 
उपयु [Èत ͪव¢ेप ͬचğ मɅ ͬचğ (1) धना×मक एव ंͬचğ 2 एव ं3 Đमश: उÍच एव ंǓनàन 
धना×मक, ͬचğ 4 ऋणा×मक एव ंͬचğ 7 सहसàबÛध कȧ अनपुिèथǓत को दशा[ रहा है 
। 
ͪव¢ेप ͬचğ ͪवͬध कȧ सीमा :– ͪव¢ेप ͬचğ के माÚयम से सहसàबÛध कȧ उपिèथǓत एव ं
Ǒदशा तो £ात कȧ जा सकती है लेͩकन सहसàबÛध कȧ माğा का अनमुान नहȣ ंलगाया 
जा सकता है, अत: åयवहार मɅ इस रȣǓत का अͬधक उपयोग नहȣ ंͩकया जाता है । 
उदाहरण–1: नीचे Ǒदये गये मूãयɉ को ͪव¢ेप ͬचğ ɮवारा Ĥèतुत कȧिजये तथा बताइये 
Èया दोनɉ Įेͨणयɉ मɅ कोई सहसàबÛध है । 
Represent the following values by Scatter Diagram and Comment, 
whether there is any correlation between the two variables :– 
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A 4 8 12 16 20 24 
B 8 6 14 10 16 22 

A चर को X–axis पर तथा B चर को Y–axis पर लेकर ͪव¢ेप ͬचğ का ǓनǾपण 
Ǔनàन Ĥकार ͩकया जायेगा :– 

Scatter Diagram 

 
अंͩकत ǒबÛदओंु के अÚययन से £ात होता है ͩक दोनɉ Įेͨणयɉ मɅ उÍच धना×मक 
सहसàबÛध है। 

2 साधारण ǒबÛदरेुखीय रȣǓत (Simple Graphic Method)  
सहसàबÛध का अनमुान साधारण ǒबÛद ु रेखा ͬचğ के माÚय से भी लगाया जा सकता 
है। इस ͪवͬध मɅ रेखा ͬचğ पर दोनɉ समकं Įेͨणयɉ के ͪवͧभÛन मूãयɉ को अंͩकत कर 
ͪवͧभÛन ǒबÛदओंु को एक दसूरे से Đमानसुार ͧमला Ǒदया जाता हɇ इस Ĥकार इससे 
दोनɉ चरɉ के दो वĐ (Curve) ĤाÜत हɉगे । यǑद दोनɉ वĐ समाÛतर है तथा नीचे 
बायीं ओर से ऊपर दायी ओर जात ेहɉ तो उन दोनɉ चरɉ मɅ धना×मक सहसàबÛध होता 
है । यǑद दोनɉ वĐ समाÛतर है ͩकÛत ुऊपर दांयी ओर से नीचे बाɃ ओर जा रहɅ हो तो 
उनमɅ ऋणा×मक सहसàबÛध होता हɇ दोनɉ वĐɉ मɅ उÍचावचन िजतना कम होगा, 
सहसàबÛध उतना हȣ उÍच होता है । इसके ͪवपरȣत उÍचावचन िजतना अͬधक होगा, 
सहसàबÛध उतना हȣ कम होगा । यǑद दोनɉ वĐɉ मɅ ͪवपरȣत Ǒदशा मɅ पǐरवत[न होता 
है, तो यह िèथǓत सहसàबÛध के अभाव को बताती है । 
सहसàबÛध Ēाफ या रेखाͬचğ मɅ दोनɉ चरɉ मɅ उभयǓनçठ (Common) गणु जैसे Đम 
संÉया, समय या èथान इ×याǑद को भुजा¢ पर तथा दोनɉ चर–मूãयɉ या समंक–Įेणी के 
मूãयɉ को कोǑट–अ¢ पर Ǒदखात ेहɇ । समंक माला के ͪवͧभÛन मूãयɉ को रेखाͬचğ पर 
अंͩकत ͩकया जाता है एव ं रेखाओं कȧ ĤवǓृत के आधार पर सहसàबÛध कȧ माğा का 
अनमुान लगाया जाता है । यह Ǔनàन उदाहरण से समझा जा सकता है:– 
उदाहरण 2 : Ǔनàन समंकɉ से ǒबÛद ुरेखीय रȣǓत से सहसàबÛध कȧ माğा का अनमुान 
लगाइये : 
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Represent the following values on graph and estimate whether 
there is any correlation between the two variable :– 
S.N. 1 2 3 4 5 6 7 8 9 10 
Husband’s Age 21 23 25 27 28 30 31 33 34 35 
Wives Age 16 19 20 21 24 25 26 25 30 31 

उपयु [Èत उदाहरण मɅ Đम संÉया दोनɉ चरɉ मɅ उभयǓनçठ है, अत: इसे भुजा¢ पर तथा 
पǓतयɉ एव ंपि×नयɉ कȧ आय ुको कोǑट–अ¢ पर दशा[या गया है । 

 
उपयु [Èत रेखाͬचğ मɅ पǓत एव ंपि×नयɉ कȧ आय ु रेखा बाई ओर से दायी ओर ऊपर 
चढ़ती हु ई है, अत: यह कहा जा सकता है ͩक पǓतयɉ कȧ आय ुएव ंपि×नयɉ कȧ आय ु
मɅ उÍच धना×मक सहसàबÛध है ।  
ͪव¢ेप ͬचğ कȧ भांǓत हȣ इस ͪवͬध से भी सहसàबÛध कȧ Ǒदशा एव ंउपिèथǓत कȧ हȣ 
जानकारȣ कȧ जा सकती है, सहȣ माğा का अनमुान नहȣ ंलगाया जा सकता है। 

3 काल[ ͪपयस[न का सहसàबÛध गणुांक (Karl Pearson’s Coefficient of 
Correlation) 
इस ͪवͬध का ĤǓतपादन काल[ ͪपयस[न नामक अंक शाèğी ने ͩकया था । इस ͪवͬध के 
अनसुार गͨणतीय सूğ के आधार पर सहसàबÛध गणुांक का माप अंकɉ मɅ होने से 
संतोषजनक उ×तर ĤाÜत हो जाता है । यǑद अंक मान धना×मक हो, तो सहसàबÛध 
धना×मक एव ंइसके ͪवपरȣत अंक मान ऋणा×मक हो, तो सहसàबÛध ऋणा×मक होगा 
। अंक मान के अनसुार सहसàबÛध पǐरणाम कȧ åयाÉया भी सरलतापवू[क कȧ जा 
सकती है। 

सहसंबधं गणुांक कȧ ͪवशेषताएं (Properties of Correlation Coefficient) 
1 गणुांक का मूãय हमेशा –1 से +1 तक होता है । 
2 यह मूल ǒबÛद ू (Origin) तथा अवलोकनɉ के अनमुाप (Scale) के पǐरवत[न से 

Ĥभाͪवत नहȣ ंहोता है । 
3 यह केवल एक संÉया है, मापन कȧ इकाई से इसका कोई संबधं नहȣ ंहोता है ।  
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काल[ ͪपयस[न के सहसंबधं गणुांक कȧ माÛयताएं (Assumptions of Karl 
Pearson’s Coefficient of Correlation): यह गणुांक तीन माÛयताओं पर 
आधाǐरत है : 
(i) दोनɉ हȣ चल अनेक कारणɉ से Ĥभाͪवत होते हɇ, अत: सामाÛयता (Normality) से 

भी Ĥभाͪवत हɇ ।  
(ii) दोनɉ चलɉ मɅ रेखीय सहसंबध (Linear Correlation) होता है । 
(iii) यǑद कारण Ĥभाव संबधं का अभाव हो तो चाहे दोनɉ चलɉ मɅ उÍचèतरȣय संबधं 

हो, यह ħामक तथा Ǔनरथ[क (Sparious of Nonsense) सहसंबधं होगा । 
सहसàबÛध पǐरकलन के सूğ– 
काल[ ͪपयस[न सहसàबÛध गणुांक का गणना åयिÈतगत एव ंसतत Įेणी मɅ Ǔनàन सूğɉ 
के आधार पर कȧ जा सकती है :– 

(1) åयिÈतगत Įेणी मɅ सूğ :– 
(i) Ĥ×य¢ रȣǓत (Direct Method): काल[ ͪपयस[न का गणुांक दोनɉ Įेͨणयɉ के 

सहͪवचरण (Covariance) के आधार पर £ात करत ेहɇ, इस हेत ुदोनɉ Įेͨणयɉ के 
माÚय से ͪवचलन £ात करत ेहɇ, त×पæचात ्यÊुम के संबंͬ धत ͪवचलनɉ का गणुा 
कर उनका योग £ात करके Ǔनàन सूğ का Ĥयोग करत ेहै : 

Covariance of x and y = xy
N

   

जहा ं– X = X – X , Y= Y – Y  
सह ͪवचरण सहसंबधं का Ǔनरपे¢ माप होता है । अत: सहसंबधं गणुांक £ात करने के 
ͧलए इसमɅ दोनɉ Įेͨणयɉ के Ĥमाप ͪवचलनɉ के गणुनफल का भाग दे देत े है । 
åयिÈतगत Įेͨणयɉ मɅ सहसàबÛध गणुाकं £ात करने के ͧलए Ǔनàन सूğɉ का Ĥयोग 
ͩकया जा सकता है :–  

xyr
N x y 




 
 या 

2 2

xyr
X Y



 

 

.( . )
var

Cov x yr
Var y




 

या 

2 2
2 2( ) ( )

x yxy
Nr

x yx y
N N

 
 


 

   

 

जहाँ :– 
r= काल[ पीयस[न का सहसàबÛध गणुाक (Karl Pearson’s Coefficient of 
Correlation)  
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y = दोनɉ Įेͨणयɉ के समाÛतर माÚय से ͧलये गये ͪवचलनɉ के गणुा का योग 
(Sum of the producs of respective deviations of X and Y series 
from their means) 

y  = X तथा Y चलɉ के Ĥमाप ͪवचलन (Standard deviation of X and Y 
series respectively)  
N = पद यÊुमɉ कȧ संÉया (Number Pairs observed) 

2 = X Įेणी के ͪवचलनɉ का योग (Sum of squares deviations of X 
series) 

2y = Y Įेणी के ͪवचलनɉ के वग[ का योग (Sum of squares of deviations 
of series Y) 
ĤͩĐया :– 

1. दोनɉ Įेͨणयɉ का समाÛतर माÚय £ात ͩकया जाता है । 
2. सàबिÛधत समाÛतर माÚय से उनके åयिÈतगत मूãयɉ के ͪवचलन £ात कर X तथा Y 

ͬचÛहɉ से Ĥदͧश[त ͩकये जात ेहɇ । 
3. दोनɉ Įेणी के ͪवचलनɉ के वग[ का ͪवचलन कर वगɟ के जोड़ 2X  तथा 2Y  

ĤाÜत ͩकये जात ेहɇ ।  
4. यÊुमɉ के सàबिÛधत ͪवचलनɉ को आपस मɅ गणुा कर XY èतàभ मɅ रखे जाते हɇ ।  
5. दोनɉ Įेणीयɉ X तथा Y के Ĥमाप ͪवचलन ( )  £ात ͩकये जाते हɇ (जैसे पवू[ अÚयाय 

मɅ अÚययन ͩकया है) 
6. अÛत मɅ सूğ का उपयोग ͩकया जाता है ।  

इसे Ǔनàन उदाहरण से समझा जा सकता है :– 
उदाहरण : 3 
Ǔनàन समंकɉ से काल[ पीयस[न का सहसàबÛध गणुांक £ात कȧिजये – 
Calculate Karl Pearson’s Coefficient of Correlation from the 
following data: 
पǓत कȧ आयु (वष[) 23 27 28 28 29 30 31  33 35 36 
Ages of Husbands (Years)           

प×नी कȧ आयु (वष[) 18 20 22 27 21 29 27 29 28 29 

Ages of wives (Years)           

हल: 
Computation of Coefficient of Correlation 

X 
 

X 
( )x x

2  
 

Y 
 

Y 
( )y y  

2y  
 

xy 
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 30x     25y    

23 
27 
28 
28 
29 
30 
31 
33 
35 
36 

–7 
–3 
–2 
–2 
–1 
0 
+1 
+3 
+5 
+6 

49 
9 
4 
4 
1 
0 
1 
9 
25 
36 

18 
20 
22 
27 
21 
29 
27 
29 
28 
29 

–7 
–5 
–3 
+2 
–4 
+4 
+2 
+4 
+3 
+4 

49 
25 
9 
4 
16 
16 
4 
16 
9 
16 

+49 
+15 
+6 
–4 
+4 
0 
+2 
+12 
+15 
+24 

( ) 
 300 

0 ( ) 
138 

( ) 
250 

0 
 

2( )y   
164 

( )   
123 

Ĥथम सूğ : सव[Ĥथम दोनɉ Įेͨणयɉ के समाÛतर माÚय £ात करɅगे :–  
xX

N


  or 300
10

 or 30 ; YY
N


  or 250
10

or 25 

सह सàबÛध गणुांक £ात करने के ͧलए दोनɉ Įेͨणयɉ का Ĥमाप–ͪवचलन £ात करना 
होगा । 
Standard Deviation of X series – 

2

x
x

N
 

  OR 
138
10  = 3.7148 

Standard Deviation of Y series – 
2

y
y

N



 or 

164
10  = 4.0497 

सहसàबÛध सूğ का उपयोग : 
xyr

N x y 



 

 

123
10 3.71 4.05

r 
 

 = +0.8176 

ɮͪवतीय सूğ :  

2 2

xyr
X Y



 
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123
138 164

r 


 = 0.8176 

दोनɉ Įेͨणयɉ मɅ उÍच èतरȣय धना×मक सहसàबÛध है । 
लघगुणकɉ का Ĥयोग (Use of Logarithms) 
सहसàबÛध गणुांक के सूğɉ का Ĥयोग करके गणन ͩĐया और भी सरल कȧ जा सकती 
है। यहा ँɮͪवतीय सूğ मɅ लघगुणकɉ का Ĥयोग समझाया गया हɇ इससे पवू[ कȧ गणना 
ͩĐया यथावत रहती है ।  
उदाहरण 4. Ǔनàन समकंो से काल[ ͪपयस[न का सहसंबधं गणुांक (Coefficient of 
Correlation) £ात कȧिजए । 
X–Series 10 12 15 18 25 35 45 50 55 65 
Y–Series 5 7 13 15 20 21 29 30 36 44 

हल: 
Computation of Coefficient of Correlation 

X 
 
 

X 

( )x x  
33x   

2  
 
 

Y 
 
 

Y 

( )y y  

22y   

2y  
 

xy 
 

10 –23 529 5 –17 289 391 

12 –21 441 7 –15 225 315 

15 –18 324 13 –9 81 162 

18 –15 225 15 –7 49 105 

25 –8 64 20 –2 4 16 

35 +2 4 21 –1 1 –2 

45 +12 144 29 +7 49 84 

50 +17 289 30 +8 64 136 

55 +22 484 36 +14 196 308 

65 +32 1024 44 +22 484 704 

( ) 
330 

0 2( ) 
3528 

( )y 
220 

0 2( )y 
1442 

( )xy 
2219 

 X–Series     Y–Series  

x
N


  330
10

 = 33    YY
N



220
10

  = 22 

2

x
x

N
 

  3528
10

 = 18.78 
2

y
y

N



  1442

10
 = 12.01 

मूल सूğ से : 
x y

xyr
N 


  2219
10 18.78 12.01


 

or 2219
2255.48

 = +.098 
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ɮͪवतीय सूğ से :
2 2

xyr
x y



 

 2219
3528 1442




 2219
5087376

  

2219
2255.88

 = +0.98 

लघगुणकɉ का Ĥयोग करत ेहु ए,  

2 2

xyr
x y



 

2219
3528 1442




  

= Antilog 1log 2219 log 3528 log 1442)
2

of of of    
 

= Antilog 13.3461 (3.5475 3.1590
2

    
 

= Antilog  3.3461 3.3533 or Antilog  1.9928 =+ 0.98  
अत: X तथा Y Įेͨणयɉ के मÚय उÍच माğा का धना×मक सहसàबÛध (High 
Degree of Positive Correlation) है। 
उदाहरण 5 : Ǔनàन सूचनाओं के आधार पर सहसàबÛध गणुांक £ात कȧिजए :– 
X तथा Y चरɉ के पद –यÊुमɉ कȧ संÉया 
(No. of pairs of X and Y)      = 20 
X चर का समाÛतर माÚय 
Mean of X        = 25.0 
X चर का Ĥमाप ͪवचलन 
Standard deviation of X      = 4 
Y चर का समाÛतर माÚय 
Mean of Y        = 18.0 
Y चर का Ĥमाप ͪवचलन 
Standard deviation of Y      = 3.0 
X तथा Y चरɉ के माÚय से ͧलये गये ͪवचलनɉ के गणुनफलɉ का योग ( )xy  
Sum of the products of the deviations of X and Y from their 
respective means        
 =+125 
हल :  
जब Ĥæन मɅ दो चरɉ के Ĥमाप ͪवचलन Ǒदये हु ए हɉ तो काल[ ͪपयस[न का मूल सूğ 
Ĥयोग मɅ लाना चाǑहए ।  
अत:  
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xyr
N x y 


  or 125
20 4 3

r 


 
 125

240


  = 0.5208 

122
136.35

r 
  = 0.89 

अत: दोनɉ Įेͨणयɉ के बीच मÚयम माğा का धना×मक सहसàबÛध है । 
अ£ात मूãय £ात करना एव ंअशुͪƨ संशोधन :– 
यǑद सहसàबÛध गणुांक £ात हो, ͩकÛत ुअÛय कोई सचूना अ£ात हो, तो r के सूğɉ 
का उपयोग कर अ£ात मूãय £ात ͩकया जा सकता है । इसी Ĥकार यǑद कुछ मूãयɉ 
के Ĥे¢ण मɅ अशुͪƨ रहȣ है तो उस अशुͪƨ का सुधार कर गणुांक कȧ गणना कȧ जाती 
है ।  
उदाहरण 6 : काल[ ͪपयस[न के सह–सàबÛध गणुाकं से सàबिÛधत Ǔनàन सूचनाएँ 
उपलÞध है :– 

.( ) 70,Cov XY  2 65,y  0.98r    
£ात कȧिजए (find)   
हल : हम जानते है ͩक – 

. .
. .

Cov X Yr
Var XVar Y

  

700.98
. 65var x

   

70
.98 8.062

 


= 8.86 

उदाहरण 7: 10 Ĥे¢णɉ से काल[ ͪपयस[न के सह–सàबÛध गणुांक कȧ गणना करत े
समय Ǔनàन मान ĤाÜत हु ए :– 

30,X  5,Y  2 670,X  2 285,Y  334XY   
पनु: जाचँ करने पर पाया गया ͩक एक Ĥे¢ण ( 11 14)X Y  गलती से 

( 10 14)X Y   के èथान पर उतार ͧलया गया । 
सहȣ सह–सàबÛध गणुांक £ात कȧिजए । 
हल : Ǒदया है :– 30,X  5,Y  2 670,X  2 285,Y  334XY   

गलत मान  सहȣ मान 

X  Y  
2X  

2Y  XY   X  Y  
2X  

2Y  XY  
11 14 121 196 154  10 14 100 196 140  

सहȣ मानɉ कȧ गणना : 
(Ǒदया हुआ मान – गलत मूãय + सहȣ मूãय) 

X  30–11+10 = 29 
Y 5–14+14 = 5 
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XY 334–154+140+320 
2X  670–121+100 = 649 

2Y  285–196+196 = 285 

2 2
2 2( ) ( )

x yxy
Nr

x yx y
N N

  


 
   

 

2 2

29 5320
10

(29) (5)649 285
10 10

r






 
 

 
320 14.5

564.5 282.5
r 



 305.5

23.77 16.81
r 


 = .76 

लघ ु रȣǓत : सह सàबÛध गणुांक £ात करने कȧ Ĥ×य¢ रȣǓत मɅ वाèतͪवक ͪवचलन 
समाÛतर माÚय से £ात ͩकये जात ेहɇ । सामाÛयतया कई बार माÚयɉ का मान पणूाɍक 
मɅ नहȣ ंआता । ऐसी िèथǓत मɅ गणना ͩĐया कǑठन हो जाती है । लघ ु रȣǓत मɅ 
ͪवचलन वाèतͪवक माÚय के èथान पर किãपत माÚय से £ात ͩकये जात े हɇ और 
गणुांक का पǐरकलन सूचनाओं कȧ उपलÞधता के अनसुार Ǔनàन मɅ से ͩकसी एक सूğ 
के उपयोग ɮवारा कर ͧलया जाता है । 
Ĥथम सूğ : 

2 2 2 2

dxdy dx dy
N N Nr

d x dx d y dy
N N N N

  
 


   

 
 

या ɮͪवतीय सूğ : 

2 2
2 2( ) ( )

dx dydxdy
Nr

dx dyd x d y
N N

  


 
   

 

या ततृीय सूğ : 

2 2 2 2( ) ( )
N dxdy dx dyr

N d x dx N d y dy
  


     

 

या चतथु[ सूğ :  
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2 22 2

dxdy dx dy B
N N Nr

d x x d y yA B
N N N N

  
  


               

 

ǑटÜपणी : चतुथ[ सूğ का उपयोग तब ͩकया जाता है जब ,X ,Y N एव ं 2 ,d 
2d y  के मान तथा dxdy  के मान Ǒदये हɉ तथा A एव ंB के मान Ǒदये हो । 

सामाÛयत: ततृीय सूğ का उपयोग कर सहसàबÛध गणुांक £ात ͩकया जाता है । 
पǐरकलन ĤͩĐया :– 

1 X तथा Y Įेͨणयɉ के उपयÈुत मूãयɉ को किãपत माÚय मानकर दोनɉ Įेͨणयɉ के 
ͪवचलन (dx, dy) £ात कȧिजये । X Įेणी के ͪवचलनɉ का योग dx  तथा Y Įेणी 
के ͪवचलनɉ का योग dy  होगा ।  

2 इन ͪवचलनɉ के वग[ (Squares) Ǔनकाͧलये तथा उनका योग कȧिजए, उनका योग 
Đमश: 2d   तथा 2d y  होगɅ । 

3 सàबिÛधत ͪवचलनɉ (dx तथा dy) को आपस मɅ गणुा कर dxdy £ात कȧिजये तथा 
इनका योग करना है, तो dxdy  होगा । 

4 सूğ का Ĥयोग कर सह–सàबÛध गणुांक £ात कȧिजए । 
उदाहरण 8 : Ǔनàन समंकɉ के आधार पर काल[ ͪपयस[न के सहसàबÛध गणुांक कȧ 
गणना कȧिजए – 
On the basis of following information, compute the coefficient of 
correlation –  
Month Jan Feb March April May June July Aug Sept Oct 
Price of ‘A 35 36 40 38 38 39 41 40 36 38 
Price of ‘B’ 65 72 78 77 76 77 80 79 76 75 
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Calculation of Coefficient of Correlation 
Months 

 
X Series 
Price of A 

A=38 
dx 

 
2dx  
 

Y Series 
Price of B 

A=75 dy 
 

2dy  
 

dxdy 
 

Jan 
Feb 

March 
April 
May 
June 
July 
Aug 
Sept 
Oct 

35 
36 
40 
38 
37 
39 
41 
40 
36 
38 

–3 
–2 
2 
0 
–1 
1 
3 
2 
–2 
0 

9 
4 
4 
0 
1 
1 
9 
4 
4 
0 

65 
72 
78 
77 
76 
77 
80 
79 
76 
75 

–10 
–3 
3 
2 
1 
2 
5 
4 
1 
0 

100 
9 
9 
4 
1 
4 
25 
16 
1 
0 

30 
6 
6 
0 
–1 
2 
15 
8 
–2 
0 

 N=10 ( )dx
0 

2( )dx

 36 

 ( )dy  
 +5 

2( )dy
+169 

dxdy
 64 

2 2 2 2

( . )
. ( ) . ( )

dxdy N dx dyr
dx N dx dy N dy

    


     
 

2 2

64 10 (0) (5)
36 10 (0) 169 10 (5)

r   


   
 

640 0
330 1665


  640

774.21
  

=+0.827 
Ǔनçकष[ : दोनɉ Įेͨणयɉ के मूãयɉ मɅ उÍच èतरȣय धना×मक सहसàबÛध है ।  
उदाहरण 9 : Ǔनàनांͩकत समंकɉ से ͪवɮयाͬथ[यɉ कȧ आय ुतथा खेलने कȧ आदत के 
मÚय सहसàबÛध गणुांक £ात कȧिजये – 
Age 14 15 16 17 18 19 
No. of Students 250 200 150 120 100 80 
No. of Regular Player 200 150 90 48 30 12 

हल : 
Ĥ×येक आय ुवग[ मɅ ͨखलाͫड़यɉ कȧ संÉया ͧभÛन–ͧभÛन होने के कारण Ĥ×येक वग[ मɅ 
संÉया का ĤǓतशत Ǔनàनानसुार £ात करɅगे – 

200 100 80
250

    
150 100 75
200

   
90 100 60

150
 

48 100 40
120

   

इसी Ĥकार 30 100 30
100

    तथा 12 100 15
80

   £ात ͩकये जायɅगे । 

Calculations of Coefficient of Correlation 
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Age 
 
 
 

dx 
A=16 

 
 

2dx  
 
 
 

%of 
Regular 
Players 

Y 

A=50 
dy 
 
 

i= 5 
dy 
 

2dy  
 
 

dxdy 
 
 

14 
15 
16 
17 
18 
19 

–2 
–1 
0 
1 
2 
3 

4 
1 
0 
1 
4 
9 

80 
75 
60 
40 
30 
15 

30 
25 
10 
–10 
–20 
–35 

6 
5 
2 
–2 
–4 
–7 

36 
25 
4 
4 
16 
49 

12 
–5 
0 
–2 
–8 
–21 

 +3 
( )dx  

19
2( )dx  

 
 

 
 

= 0 
( )dy  

130 
2( )dy

 

–48 
dxdy  

 
2 2 2 2

( . )
. ( ) . ( )

dxdy N dx dyr
dx N dx dy N dy

    


     
 

2 2

48 6 (3 0)
19 6 (3) 134 6 (0)

r    


   
 

280 0
114 9 804 0

 


 
 

228
84420

r 
  

288
295


  = –.976 आय ु व खेलने कȧ आदत मɅ उÍच èतरȣय 

ऋणा×मक सहसàबÛध है ।  
ǑटÜपणी : Y Įेणी मɅ i = 5 लेने पर भी सहसàबÛध गणुांक पर इसका असर नहȣ ं
पड़ता है । 
उदाहरण 10 : Ǔनàन समकंɉ के आधार पर £ात कȧिजये ͩक Èया जनसंÉया के घन×व 
और म×ृयु दर मɅ कोई सहसàबÛध है? 
From the following data find out if there is any relationship 
between of population and death rate ? 
Zones Area(Sq. Km.) Population No.of Deaths 
A 200 40,000 480 
B 150 75,000 1,200 
C 120 72,000 1,080 
D 80 20,000 280 

हल : 
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Ĥæन को हल करने से पवू[ जनसंÉया का घन×व तथा म×ृयु दर £ात करनी होगी । 
म×ृयु दरɅ ĤǓत हजार £ात कȧ जाती है । 
जनसंÉया घन×व = जनसंÉया / ¢ेğफल 

अत: घन×व 40000
200

 = 200, 75000
150

  = 500, 72000
120

  = 600, 20000
80

  

= 250 होगा।  
म×ृयु दर = मतृकɉ कȧ संÉया / जनसंÉया x 1000  

जो Đमश: 480 1000 12,
40000

    
1200 1000 16,
75000

   
1080 1000 15,
72000

   

एव ं
280 1000 14

2000
   होगी । 

Computation of Coefficient of Correlation 
Density 

X 
dx 

A=400 
 

Step 
(i=50) 

2dx  
 

Death 
rate per 
1000 Y 

dy 
(A=14) 

2dy  
 

dxdy 
 

200 
500 
600 
250 

–200 
+100 
+200 
–150 

–4 
+2 
+4 
–3 

16 
4 
16 
9 

12 
16 
15 
14 

–2 
+2 
+1 
0 

4 
4 
1 
0 

8 
4 
4 
0 

 Total  1d   
 

2dx
=45 

 
 

1dy   
 

2dy

=9 
dxdy

= 16 

2 2 2 2

( )

( ) ( )

dxdy N dx dyr
dx N dx dy N dy

    


             
 

2 2

16 4 ( 1 1)

45 4 ( 1) 9 4 (1)
r    


          
 

  
64 1

180 1 36 1
r 


 
 65

179 35



 65

6265
  

65
79.15

r   = +0.8212 

Ǔनçकष[ : जनसंÉया के घन×व एव ंम×ृयु दर मɅ उÍच èतरȣय धना×मक सहसàबÛध है। 
वगȸकृत Įेणी मɅ सहसàबÛध £ात करना (Correlation in Continuous Series) 
वगȸकृत Įेणी मɅ सहसàबÛध £ात करने के ͧलए सहसàबÛध सारणी बनायी जाती है । 
इस हेत ुदो खिÖडत अथवा सतत ् Įेणी कȧ कोçठ आवǓृतयाँ तथा कुल आवǓृतयाँ इस 
Ĥकार Ĥèतुत कȧ जाती है िजससे उनमɅ अÛत[सàबÛध èथाͪपत हो सके । इस Ĥकार 
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अÛत[सàबÛध सारणी बनाकर सहसàबÛध गणुांक सूğ मɅ ĤयÈुत ͪवͧभÛन मूãय £ात 
ͩकये जात ेहɇ तथा सूğ का Ĥयोग कर सहसàबÛध गणुाकं £ात ͩकया जाता है । 
Ĥ×य¢ रȣǓत :– Ǔनàन सूğ का Ĥयोग कर Ĥ×य¢ रȣǓत से सहसàबÛध गणुाकं £ात 
ͩकया जाता है  

x y

fxyr
N  



 

 

ĤͩĐया :– 
1. इस ͪवͬध के अनसुार X तथा Y Įेणी के वाèतͪवक माÚय £ात ͩकया जाता है । 
2. वाèतͪवक माÚय से सàबंͬ धत Įेणी के ͪवचलन £ात ͩकये जात ेहɇ । 
3. सàबंͬ धत ͪवचलनɉ को गणुा कर त×सàबिÛधत आवǓृत से गणुा ͩकया जाता है तथा 

उनका योग ͩकया जाता है । 
4. दोनɉ Įेͨणयɉ के Ĥमाप ͪवचलन £ात ͩकये जात ेहɇ । 
5. उपयु [Èत सूğ का Ĥयोग कर सहसàबÛध गणुांक £ात ͩकया जाता है । 

Ĥ×य¢ रȣǓत का Ĥयोग इसͧलये Ïयादा नहȣ ंͩकया जाता है Èयɉͩक सामाÛयत: समाÛतर 
माÚय पणू[ अंक मɅ नहȣ ंहोता है, इस कारण गणना ĤͩĐया अ×यÛत जǑटल हो जाती है 
। अत: इस हेत ुलघ ुͪवͬध का उपयोग ͩकया जाता है । 
लघ ुरȣǓत :– Ǔनàन सूğ ɮवारा सहसàबÛध गणुांक £ात ͩकया जाता है :– 

2 2
2 2

( ) ( )

( ) ( )

fdx fdyfdxdy
Nr

fdx fdyfdx fdy
N N

   


 
   

 

या  

2 2 2 2

( )
( ) ( )

fdxdy N fdx fdyr
fdx N fdx fdy N fdy

    


       
 

ĤͩĐया :– 
1 सव[Ĥथम नɉ Įेͨणयɉ के किãपत माÚय मानकर किãपत माÚय से ͪवचलन (dx एवं 

dy) £ात ͩकये जात ेहɇ । तथा वगा[Ûतर समान होने पर उभयǓनçठ गणुक Ǔनकालकर 
पद ͪवचलन £ात कर ͧलये जात ेहɇ ।  

2 दोनो Įेͨणयɉ के ͪवचलनɉ (dx एव ं dy) को सàबिÛधत आविृ×तयɉ से गणुा करके 
गणुनफल सàबिÛधत खानɉ एव ंपिंÈतयɉ मɅ ͧलखे जात ेहɇ । इन गणुनफलɉ का योग 
Đमश: fdx  एव ं fdy  होता है । 

3 fdx को सàबिÛधत dx से तथा fdy को सàबिÛधत dy से गणुा करके उन गणुाओं के 
योग 2fd x  एव ं 2fd y  £ात कर ͧलये जात ेहɇ। 

4 ɮͪव–चर सारणी के िजन–िजन कोçठɉ (Cells) मɅ आवǓृतयाँ होती हɇ उनके त×सàबÛधी 
dx, dy व f (Cell frequency) को आपस मɅ गणुा कर fdxdy £ात कर ͧलये जात े
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हं । यह गणुनफल ततृीय पिंÈत मɅ ͧलखा जाता है । िजसका योग fdxdy  होता है 
। 
उदाहरण 11 – पǓतयɉ एव ंपि×नयɉ कȧ आय ुवग[ से सàबंͬ धत Ǔनàनͧलͨखत समंकɉ से 
सहसàबÛध गणुाकं £ात कȧिजए ।  
Age of  

Husbands 
(Y) 

Age of Wives (x) Total 
20–30 30–40 40–50 50–60 60–70 

25–35 6 3 – – – 9 
35–45 3 16 10 – – 29 
45–55 – 10 15 7 – 32 
55–65 – – 7 10 4 21 
65–75 – – – 4 5 9 
Total 9 29 32 21 9 100 

हल  
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नोट– x Įेणी मɅ किãपत माÚय 45 तथा y Įेणी मɅ 50 माना गया है । दोनɉ Įेͨणयɉ 
मɅ वगा[Ûतर i = 10 है । अत: इस आधार पर पद ͪवचलन £ात ͩकये गये हɇ । 

2 2 2 2

( )

( ) ( )

fdxdy N fdx fdyr
N fd x fdx N fd y fdy

    


           
 

2 2

98 100 ( 8 8)
[100 122 ( 8) ][100 122 ( 8) ]


   


     

 

  
9800 64

12200 64 12200 64
r 


 
 

9736
12136 12136

 = +0.802 

पǓत एव ंपि×नयɉ कȧ आय ुमɅ उÍच èतर का धना×मक सहसàबÛध है । 
उदाहरण 12 – एक शहर मɅ आय एव ंबचत के सàबÛध मɅ Ǔनàन आंकड़ ेĤाÜत हु ए । 
आय एव ंबचत मɅ सहसàबÛध £ात कȧिजए ।  
आय (Ǿपयɉ मɅ) 
Income (Rs.) 

बचत (Ǿपयɉ मɅ) 
Saving (Rs.) 

 
Total 

150 200 250 300 
1000 
1400 
1800 
2200 
2600 

8 
– 
– 
– 
– 

4 
12 
9 
– 
– 

– 
24 
7 
10 
9 

– 
6 
2 
5 
4 

12 
42 
18 
15 
13 

Total 8 25 50 17 100 
हल : 

Computation of Coefficient of Correlation 
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2 2 2 2

( )
( ) ( )

fdxdy N fdx fdyr
fdx N fdx fdy N fdy

    


       
 

2 2

34 100 ( 25 76)
157 100 ( 25) 126 100 (76)

r    


    
 

3400 1900
15700 625 12600 5776

r 


 
 

5300
15075 6824




 

5300
122.78 82.608

r 


 
5300

10142.6
  

r  +0.5225  
आय एव ंबचत मɅ मÚयम èतरȣय सहसàबधं हɇ । 
नोट – दोनɉ Įेͨणयɉ मɅ पद ͪवचलन अलग अलग मूãय से ͧलये जाने पर भी सहसंबधं 
गणुांक पर कोई अंतर नहȣ ंपड़ता है । 
सहसàबÛध गणुांक कȧ ͪवæवसनीयता कȧ जाँच (Test of Significance of 
Coefficient of Correlation) 
अÚययन या जाँच का ¢ेğ ͪवèततृ होने के कारण सामाÛयत: आंकड ेदेव Ǔनदश[न रȣǓत 
से एकǒğत ͩकये जात ेहɇ, इस कारण ĤǓतदश[ के पǐरणाम तथा उसी समĒ के ͧलए गये 
अÛय ĤǓतदशȾ से ĤाÜत पǐरणामɉ या ĤǓतदश[ से ĤाÜत पǐरणाम एव समĒ से ĤाÜत 
पǐरणामɉ मɅ अÛतर èवाभाͪवक होता है । यह अÛतर ͩकस सीमा मɅ हो यह £ात करने 
के ͧलऐ ͪवħमɉ का उपयोग ͩकया जाता है । काल[ ͪपयस[न ने इस हेत ु Ǔनàन दो 
ͪवħमɉ का उपयोग करने कȧ सलाह दȣ है – 
सàभाåय ͪवħम (Probable Error) :– Ĥो. होरेस सेĐाइèट के अनसुार – काल[ 
ͪपयस[न के सहसàबÛध गणुांक का संभाåय ͪवħम वह राͧश है िजसे यǑद औसत 
सहसàबधं गणुांक मɅ Đमश: जोड़ा तथा घटा Ǒदया जाये तो ऐसी संÉयाएं £ात हो जाती 
हɇ िजसके अÛतग[त दैव ĤǓतचयन के आधार पर छांटे गये मूãयɉ के सहसàबधं गणुाकं 
के पाये जाने कȧ समान संभावनाएँ होती है । 
संभाåय ͪवħम £ात करने के ͧलये Ǔनàन सूğ का उपयोग ͩकया जाता है – 

संभाåय ͪवħम PE of r = .6745 
21 r

n
  

r = सहसàबÛध गणुांक 
n = ĤǓतदश[ मɅ मदɉ कȧ संÉया 
इस Ĥकार सहसàबÛध गणुांक मɅ सàभाåय ͪवħम के जोड़ने तथा घटाने (+,–) से ĤाÜत 
सीमाओं के मÚय हȣ औसत या सामाÛय सहसàबÛध गणुांक ͪवɮयमान रहता है । इस 
Ĥकार सह सàबÛध गणुांक कȧ अͬधकतम सीमा r+PE एव ंÛयनूतम सीमा r – PE हȣ 
होगी । 
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उदाहरण 13 – यǑद सहसàबÛध गणुांक +0.90 तथा युÊमɉ कȧ संÉया 20 हो तो 
ͪवħम £ात कȧिजए । 

Probable Error = 
210.6745 r

N


 Or 
21 (0.90)0.6745

20


  

(1 1.81)0.6745
4.47


   0.6745 0.19
4.47


  .1286
4.47

  = .029 

पǐरकलन ͩĐया को सरल बनाने के ͧलये + .6745 के èथान पर 2
3
 का भी Ĥयोग 

ͩकया जा सकता है । इसमɅ पǐरणाम मे कोई ͪवशेष अÛतर नहȣ आयेगा । यǑद दैव 
ĤǓतदश[ के आधार पर सहसàबÛध £ात ͩकया गया है तो वह Ǔनàन सीमाओं के भीतर 
होगा  
अͬधकतम सीमा : r+P.E. =0.90+ 0.029 = 0.929 
Ûयनूतम सीमा : r–P.E. = 0.90–0.029 = 0.871 
सàभाåय ͪवħम का उपयोग उसी िèथǓत मɅ करना चाǑहए जब ĤǓतदश[ ͩकसी समĒ से 
ͧलया गया हो तथा Ǔनदश[न प¢पात रǑहत हो । 
संभाåय ͪवħम कȧ उपयोͬगता (Usefulness of Probable Error) : – 
सàभाåय ͪवħम के मुÉय Ǿप से Ǔनàन दो उपयोग है :– 

1 सहसàबÛध गणुांक कȧ सीमा का Ǔनधा[रण :– सàभाåय ͪवħम ɮवारा सहसàबÛध गणुांक 
कȧ उन दो सीमाओ को Ǔनधा[ǐरत ͩकया जाता है िजनके मÚय उसी समĒ के ͩकसी भी 
ĤǓतदश[ अथवा सàपणू[ समĒ पर आधाǐरत सहसàबÛध गणुांक के पाये जाने कȧ 50 
ĤǓतशत संभावना होती है । इन सीमाओं के पǐरकलन के ͧलये सàभाåय ͪवħम को 
सहसàबÛध मɅ एक बार जोड़ा जाता है और एक बार घटाया जाता है । इसे सूğ के Ǿप 
मɅ Ǔनàन Ĥकार ͧलखा जाता है :– 
Coefficient of Correlation   Probable Error 
or r   P.E. 

2 सहसàबÛध गणुक का Ǔनव[चन :– सàभाåय ͪवħम का Ĥयोग सहसàबÛध गणुांक कȧ 
साथ[कता सàबÛधी Ǔनव[चन करने के ͧलये भी ͩकया जाता है इस हेत ुǓनàन बातɉ का 
ͪवशेष Úयान रखा जाता है:– 

(i) यǑद सàभाåय ͪवħम से सहसàबÛध गणुाकं छ: गणुा से भी अͬधक है (r>6P.E.) तो 
दोनɉ चलɉ मɅ सहसàबÛध होगा अथा[त ्सहसàबÛध साथ[क होगा । 

(ii) यǑद सàभाåय ͪवħम, सहसàबÛध गणुांक से अͬधक है (P.E.>r) तो दोनɉ Įेͨणयɉ मे 
सहसàबÛध कȧ साथ[कता Ǔनिæचत नहȣ ंकȧ जा सकती है । 

(iii) यǑद सàभाåय ͪवħम अपे¢ाकृत कम है ͩकÛत ुसहसàबÛध .3 से भी कम है । तो 
दोनɉ चलɉ मɅ सहसàबÛध कȧ माğा नगÖय मानी जायɅगी । 
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(iv) यǑद सàभाåय ͪवħम आपे¢ाकृत कम है और सहसàबÛध .3 से .5 के मÚय है तो यह 
साधारण सàबÛध का घोतक है ͩकÛत ुगणुांक यǑद .5 से अͬधक है तो मह×वपणू[ 
सहसàबÛध माना जा सकता है । 
संभाåय ͪवħम के Ĥयोग कȧ शत[ (Conditions for the use of Probable 
Error) 
सàभाåय ͪवħम का Ĥयोग Ǔनàन शतȾ के पणू[ होने पर हȣ ͩकया जा सकता है – 

1 पद यÊुमɉ कȧ संÉया पया[Üत होनी चाǑहये । 
2 गणुांक £ात करने हेत ुͧलये गये मूãय देव ĤǓतचयन के आधार पर £ात ͩकये गये हɉ 

। 
3 आंकड़ ेएक ĤसामाÛय वĐ कȧ शतȾ के अनसुार होने चाǑहए ।  

आͬथ[क åयावसाǓयक व सामािजक ¢ेğɉ मɅ सामाÛयत: उपयु [Èत शतȶ परूȣ नहȣ हो पाती 
है साथ हȣ इसके माÚयम से सहसàबÛध गणुांक कȧ 50 ĤǓतशत उपिèथǓत कȧ 
संभावना हȣ Ǔनिæचत होती है । अत: संभाåय ͪवħम ɮवारा सहसàबÛध गणुक कȧ 
साथ[कता का Ǔनण[य नहȣ ं ͩकया जा सकता है । सहसàबÛध गणुक का Ǔनव[चन 
जाँचक×ता[ के अनभुव पर अͬधक Ǔनभ[र करता है ।  

2 Ĥमाप ͪवħम (Standard Error) :– सàभाåय ͪवħम सहसàबÛध गणुांक कȧ 50 
ĤǓतशत सàभावना कȧ सीमा हȣ Ǔनधा[ǐरत करता है । इस कारण इसका Ĥयोग उͬचत 
नहȣ ंसमझा जाता है, अत: सांिÉयकȧ मɅ सàभाåय ͪवħम के èथान पर Ĥमाप का 
Ĥयोग अͬधक ͩकया जाता है दैव Ûयादश[ के आधार पर ĤाÜत ͩकसी सांिÉयकȧ मɅ माप 
का Ĥमाप उनके Ǔनदश[न ͪवतरण का Ĥमाप ͪवचलन होता है । Ĥमाप ͪवħम सàभाåय 

ͪवħम का लगभग 3
2
 होता है ।  

सूğ  

S.E. of r = 
21 r

N
 or P.E. of r = 0.6745 S.E. of r = 3

2
 of P.E. 

ĤǓतदश[ (Sample) के आधार पर ĤाÜत सहसàबÛध गणुाकं कȧ सàपणू[ समĒ के ͧलए 
सीमायɅ Ǔनधा[ǐरत करने के ͧलए Ǔनàन सूğ का Ĥयोग ͩकया जाता हɇ – 

r  3S.E. 
सामाÛयतया बड़ ेĤǓतदश[ मɅ सàभाåय ͪवħम एव ंĤमाप ͪवħम का Ĥयोग उͬचत समझा 
जाता है । 
उदाहरण 14 : यǑद r = .9 एव ंn = 80 हो तो सहसàबÛध गणुांक कȧ ͪवæवसनीयता 
कȧ जाँच के ͧलए सीमाएँ £ात कǐरए । 
हल :  

S.E.= 
21 r

N
  1 .81

80


  .19
8.94

  = .021 
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ͪवæवसनीयता सीमाएँ – 
3r SE   या 

.9 3 .021    
अͬधकतक सीमा : .9 .063 = .963 
ÛयÛूतम सीमा : .9 – .063 = .837 

4. ĐमाÛतर ͪवͬध (Rank Correlation) :– उन पǐरिèथǓतयɉ मɅ जहां तØयɉ का Ĥ×य¢ 
संÉया×मक माप सàभव न हो जैसे सुÛदरता, बुͪ ƨमता, सजीलापन, èवाèØय आǑद । 
ऐसे गणुा×मक तØयɉ को कोǑट Đमɉ मɅ हȣ åयÈत ͩकया जा सकता है, इस हेत ु
सांिÉयकȧ ͪव£ चाãस[ एडवड[ िèपयरमैन ने कोǑट अÛतर ͪवͬध से सहसàबÛध £ात 
करने कȧ ͪवͬध का ĤǓतपादन ͩकया है । इसे िèपयरमैन कोǑट अंतर ͪवͬध के नाम से 
जाना जाता है । 
गणना ͪवͬध :– गणना ͪवͬध Ǔनàन Ĥकार है :– 

1. X तथा Y Įेͨणयɉ के पद मूãय को अलग–अलग कोǑट Đम (Ranks) Ĥदान ͩकये 
जात ेहɇ । सबसे अͬधक आकार मूãय को 1, उससे कम वाले मूãय को 2 तथा इसी 
Ĥकार Đम Ǔनिæचत ͩकये जात ेहै । Đम सबसे कम मूãय से भी शुǾ ͩकये जा सकत े
हɇ । 

2. यǑद Įेणी मɅ दो या अͬधक पद मूãय समान आकार के हȣ तो उÛहɅ Đमश: ͧमलने 
वाले कोǑट Đम का औसत £ात ͩकया जाता है और औसत कोǑट Đम (Average 
Rank or Mid– Rank) हȣ उन पद मूãयɉ का कोǑट–Đम मान ͧलया जाता है । 
उदाहरणाथ[ X Įेणी मɅ यǑद सबसे अͬधक आकार वाला मूãय 90 हो तो उसका Đम 1 
होगा, उसके बाद यǑद 80 उन Įेणी मɅ तीन बार आया हो तो इÛहɅ आगे के तीन Đम 
2,3 व 4 ͧमलने चाǑहये, लेͩकन एक हȣ मूãय को अलग–अलग कोǑट–Đम नहȣ ं Ǒदया 

जा सकता है । अत: औसत कोǑट Đम 2 3 4
3

   अथा[त 3 Ǒदया जायेगा । इसके 

बाद आने वाले मूãय को 5 कोǑट Đम Ǒदया जायेगा । इस Đम आगे तक चलता 
रहेगा। 

3. इसके पæचात ्कोǑट अÛतर £ात ͩकया जायेगा । कोǑट अÛतर (D) £ात करने के ͧलये 
X के कोǑट–Đम मɅ से Y के त×सàबधंी कोǑट–Đमɉ को घटायɅगे । इसे संकेता¢र ‘D’ 
ɮवारा Ĥèतुत ͩकया जायेगा । Úयान रहे ͩक इस ĐमाÛतरɉ (D) का योग सदैव शूÛय 
( 0)D   होना चाǑहए । 

4. £ात ĐमाÛतरɉ का वग[ £ात कर उÛहɅ जोडा जायेगा । 2( )d  
5. अÛत मɅ सहसàबधं £ात करने हेत ुǓनàन सूğ का उपयोग ͩकया जायेगा –  

A) जब कोई कोǑट–Đम समान न हो – 
2

2

61
( 1)R

Dr
N N


 


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B) जब कोǑट–Đम समान हो – 
2 2 2

2

1 16 ( ) ( ) .............
12 121

( 1)R

D m m m m
r

N N

       
  


 

यहा ं:– r = कोǑट अÛतर सहसàबÛध गणुांक 
2D = ĐमाÛतरɉ के वगɟ का योग 

N = पद यÊुमɉ कȧ संÉया 
m = उन पदɉ कȧ संÉया िजनके Đम समान है । 
उदाहरण 15. Ǔनàनͧलͨखत Ǒदये गये समंकɉ से X तथा Y के मÚय ĐमाÛतर 
सहसàबÛध गणुाकं £ात कȧिजये :– 
Calculate the Coefficient of Correlation from the following data by 
spearman’s Method of Rank Differences. 
X 115 130 100 108 90 135 150 120 95 110 
Y 100 115 45 75 50 135 111 90 60 81 
हल :  

Calculation of Spearman’s Coefficient of Correlation 
Series 

X 
 

Ranks 

1R  
 

Series 
Y 
 

Ranks 

2r  
 

Rank 
Differences 

D 

Squares of 
2DD  

 
115 
130 
100 
108 
90 
135 
150 
120 
95 
110 

5 
3 
8 
7 
10 
2 
1 
4 
9 
6 

100 
115 
45 
75 
50 
135 
111 
90 
60 
81 

4 
2 
10 
7 
9 
1 
3 
5 
8 
6 

+1 
+1 
–2 
0 
+1 
+1 
–2 
–1 
+1 
0 

1 
1 
4 
0 
1 
1 
4 
1 
1 
0 

N+10    D  0 2D  14 

2

2

61
( 1)R

Dr
N N


 


 = 2

6 141
10(10 1)





 84

990
   =1– .0849 = 0.9151 

Įेणी X तथा Y मɅ उÍच धना×मक सहसàबÛध है । 
उदाहरण 16. Ǔनàन समंकɉ से ĐमाÛतर सहसàबÛध गणुांक £ात कȧिजए :–  
X 115 109 112 87 95 95 120 100 95 118 
Y 75 74 85 70 76 65 82 74 68 80 
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हल : 
Calculation of Spearman’s Coefficient of Correlation 

X Y 1R  2r  D 2d  
115 
109 
112 
87 
95 
95 
120 
100 
95 
118 

75 
74 
85 
70 
76 
65 
82 
74 
68 
80 

3 
5 
4 
10 
8 
8 
1 
6 
8 
2 

5 
6.5 
1 
8 
4 
10 
2 
6.5 
9 
3 

–2 
–1.5 
3 
2 
4 
–2 
–1 
–.5 
–1 
–1 

4 
2.25 
9 
4 
16 
4 
1 
.25 
1 
1 

N+10    D  0 2D  42.5 
नोट : Įेणी X मɅ 95 पद मूãय को समान Đम देने के ͧलए उÛहɅ Đमश: ͧमलने वाले 

Đमɉ का औसत 7 8 9 8
3

 
  £ात ͩकया गया है तथा उÛहɅ समान Đम 8 Ǒदया 

गया हɇ इसी Ĥकार Įेणी Y मɅ 74 पद मूãय समान है उÛहɅ Đमश: ͧमलने वाले Đमɉ 

का औसत 6 7 6.5
2


  Ǒदया गया है । इस Ĥकार सूğ मɅ 2 बार 31 ( )
12

m m    

संशोधन करना होगा ।  
2 3 3

2

1 16 ( ) ( )
12 121

( 1)R

D m m m m
r

N N

      
  


 

3 3

2

1 16 42.5 (3 3) (2 2)
12 121

10(10 1)

     
  


 

24 66 42.5
12 121

990

   
    

6 451
990


   2701
990

   720
990

  = .73 

उदाहरण 17 : एक सुÛदरता ĤǓतयोͬगता मɅ 10 ĤǓतयोͬगयɉ को Ĥदान ͩकये गये कोटȣ 
ĐमाÛतर Ǔनàनानसुार है । 
Ten Competitors in a beauty contest are ranked by three judges in 
the following order. 
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First Judge : 1 6 5 10 3 2 4 9 7 8 
Second Judge : 3 5 8 4 7 10 2 1 6 9 
Third Judge : 6 4 9 8 1 2 3 10 5 7 
ĐमाÛतर सहसàबÛध गणुांक के Ĥयोग ɮवारा £ात कȧिजये ͩक ͩकन दो Ǔनणा[यकɉ कȧ 
Ǿͬच सामाÛय अͧभǾͬचयɉ के अͬधक Ǔनकट है । 
Use the rank correlation coefficient to disucss which pair of judges 
has the nearest approach to common taste in beaty. 
हल : 

Calculation of Coefficient of Rank Correlation 
 
 

1R  
 

 
 

2R  
 

 
 

3R  
 

Deviation 
between 1 & 2 

Ranks 

Deviation 
between 2 & 3 

Ranks 

Deviation 
between 1 & 3 

Ranks 
D 2D  D 2D  D 2D  

1 
6 
5 
10 
3 
2 
4 
9 
7 
8 

3 
5 
8 
4 
7 
10 
2 
1 
6 
9 

6 
4 
9 
8 
1 
2 
3 
10 
5 
7 

–2 
+1 
–3 
+6 
–4 
–8 
+2 
+8 
+1 
–1 

4 
1 
9 
36 
16 
64 
4 
64 
1 
1 

–3 
+1 
–1 
–4 
+6 
+8 
–1 
–9 
+1 
+2 

9 
1 
1 
–16 
36 
64 
1 
81 
1 
4 

–5 
+2 
–4 
+2 
+2 
0 
+1 
–1 
+2 
+1 

25 
4 
16 
4 
4 
0 
1 
1 
4 
1 

Total   0 200 0 214 0 60 
1 and 2 

2

2

61
( 1)R

Dr
N N


 


 2

6 2001
10(10 1)


 


 

12001
990

   210
990

   –.212 

2 and 3 
2

2

61
( 1)R

Dr
N N


 

  2

6 2141
10(10 1)


 


 12841

990
 

294
990

   = –.2969 

2

2

61
( 1)R

Dr
N N


 

 2

6 601
10(10 1)


 


 3601

990
   630

990
  = +.6363 
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Ǔनçकष[ : Ĥथम व ɮͪवतीय एव ंɮͪवतीय व ततृीय Ǔनणा[यकɉ के Ǔनण[यɉ मɅ ऋणा×मक 
सहसàबÛध हɇ Ĥथम व ततृीय Ǔनणा[यकɉ मɅ धना×मक सहसàबÛध है, अत: Ĥथम व 
ततृीय Ǔनणा[यकɉ कȧ Ǿͬच मɅ अͬधक Ǔनकटता Ĥतीत होती है । 
Đमानतर सहसàबÛध गणुाक के गणु एव ंसीमायɅ (Merits and Limitations of 
Ranking Method)  
गणु (Merits) 

1. यह ͪवͬध समझने मɅ तथा गणना करने मɅ सरल है । 
2. गणुा×तक आँकड़ ेǑदये हु ए होत ेहɇ तो सहसंबधं £ात करने हेत ुयह ͪवͬध उ×तम है । 
3. जब Đम Ǒदये हु ए होते हɇ, तब केवल इसी ͪवͬध का Ĥयोग ͩकया जा सकता है । 

पǐरसीमाएँ (Limitations) 
1 इस ͪवͬध कȧ सबसे मह×वपणू[ सीमा यह है ͩक इसमɅ पद मूãयɉ के Ǔनरपे¢ मानɉ का 

उतना मह×व नहȣ ंहै िजतना उनके सापे¢ मूãयɉ का है । उदाहरणाथ[ यǑद ͩकसी Įेणी 
के मूãय को 240 के èथान पर 340 कर Ǒदया जाये और 18 के èथान पर 8, तब 
भी ĐमाÛतर सहसàबÛध गणुांक का कोई Ĥभाव नहȣ ंपड़ेगा – Èयɉͩक Đमɉ पर इस 
पǐरवत[न का कोई Ĥभाव नहȣ ंपड़ रहा है । 

2 जब चलɉ मɅ समान Đम अͬधक होत े है तो इसकȧ गणना ĤͩĐया कुछ कǑठनता मɅ 
पǐरवǓत[त हो जाती है। 
 

3 जब मदɉ कȧ संÉया अͬधक होती है तो भी गणना कǑठन हो जाती है । अत: इस 
ͪवͬध का Ĥयोग तब ͩकया जाना चाǑहए जब मदɉ कȧ संÉया कम हो (सामाÛयत: 30 
से कम)। 

5 संगामी ͪवचलन रȣǓत (Concurrent Deviation Method) 
कभी–कभी दो Įेͨणयɉ के मÚय सहसàबÛध कȧ केवल Ǒदशा का हȣ £ात करना होता है, 
अथा[त ्सहसàबÛध धना×मक है अथवा ऋणा×मक, सहसàबÛध कȧ वाèतͪवक माğा जाने 
कȧ आवæयकता नहȣ ंहोती है तो संगामी ͪवचलन रȣǓत का Ĥयोग ͩकया जाता है । यह 
ͪवͬध ǒबÛद ु रेखीय ͪवͬध पर आधाǐरत है, िजसके अनसुार जब दोनɉ संबƨ Įेͨणयɉ के 
वĐ एक हȣ Ǒदशा मɅ गमन करत े हɉ अथा[त ्सगामी हो तो यह िèथǓत धना×मक 
सहसàबÛध कȧ पǐरचायक हɇ इसके ͪवपरȣत यǑद वĐ एक दसूरे क ͪवपरȣत Ǒदशाओं मɅ 
गमन करɅ तो सहसàबÛध ऋणा×मक होता है । इसी Ĥकार संगामी ͪवचलन ͪवͬध मɅ भी 
यǑद Įेͨणयɉ के ͪवचलन अͬधकांशत: संगामी हɉ तो उनमɅ धना×मक सहसàबÛध और 
यǑद ͪवचलन ĤǓतगामी हɉ तो ऋणा×मक सहसàबÛध होता है । इस ͪवͬध कȧ Ǔनàन 
तीन Ĥमुख ͪवशेषताएं है :– 

1 इस ͪवͬध से केवल ͪवचलन कȧ Ǒदशाओं (धना×मक अथवा ऋणा×मक) पर हȣ ͪवचार 
ͩकया जाता है, उनकȧ माğाओं पर नहȣ ं। 
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2 Ĥ×येक मद के ͪवचलन कȧ गणना ͩकसी काãपǓनक या वाèतͪवक माÚय से नहȣ ंकȧ 
जाकर, उससे पवू[ कȧ मद से तुलना करके कȧ जाती है । 

3 इस ͪवͬध मɅ केवल अãपकालȣन पǐरवत[नɉ के आधार पर हȣ अÚययन ͩकया जाता है, 
उपनǓत का Úयान नहȣ ंरखा जाता है । 
गणना ĤͩĐया :– 

1 Ĥ×येक Įेणी के अगले मद कȧ उससे ठȤक पवू[ कȧ मद सɅ तुलना कर आͬधÈय को + 
तथा कमी को – ͬचÛहɉ ɮवारा Ĥकट ͩकया जाता है । दोनɉ मɅ अÛतर नहȣ ंहोने पर = 
का ͬचÛह लगाया जाता हɇ ͪवचलन यÊुमɉ कȧ संÉया Įेͨणयɉ के पद यÊुमɉ कȧ संÉया 
से एक कम होती है, Èयɉͩक ͬचÛह दसूरȣ मद से हȣ Ĥारàभ होत ेहै; अत: Ĥथम मद 
कȧ तुलना नहȣ ंहो सकती । 

2 दोनɉ Įेͨणयɉ के ͪवचलन ͬचÛहɉ के आधार पर संगामी Ĥविृ×त £ात कȧ जाती है, िजन 
पद यÊुमɉ मɅ एक साथ वृͪ ƨ, कमी या बराबरȣ रहȣ है अथा[त ्दोनɉ Įेͨणयɉ के +, – 
तथा, दोनɉ = के ͬचÛहɉ का गणुा ‘+’ ͬचÛह के Ǿप मɅ ͧलखा जाता है । इस ͬचÛह के 
योग को संकेता¢र ‘C’ ɮवारा åयÈत करत ेहɇ । 

3 इसके बाद सहसàबÛध £ात करने के ͧलये Ǔनàन सूğ का Ĥयोग करत ेहै :–  

2
c

c Nr
N
    

 
  

जहाँ : 

cr = संगामी सहसàबÛध गणुक (Coefficient of Concurrent Deviations) 
c = संगामी िèथǓत अथा[त 'क्' ͬचÛहɉ कȧ संÉया (Total number of Concurrent 
or pulsess) 
N = तुलना ͩकये गये मदɉ कȧ संÉया जो कुल यÊुम पदɉ से 1 कम होती है 
(Number of Concurrent or (total number of pairs – 1) 

सूğ मɅ   ͬचÛहɉ का मह×व : यǑद 2c N
N
 

 
 

 का मूãय धना×मक है तो दोनɉ 

èथानɉ पर ͬचÛह (+) का Ĥयोग ͩकया जायेगा इसके ͪवपरȣत मूãय ऋणा×मक हो तो 
वग[मूल ͬचÛह के बाहर और अÛदर ऋण का ͬचÛह (–) लगाना होगा । ऐसा करने से 
वग[मूल Ǔनकालने से पवू[ संÉया धना×मक हो जायेगी; ͩकÛत ुवग[मूल का ͬचÛह हटत ेहȣ 
यह संÉया वापस अपने मलू Ǿप मɅ आ जाएगी । 
उदाहरण 18. Ǔनàनͧलͨखत पǓूत[ एव ंमूãय सूचकांकɉ के समकंɉ से संगामी ͪवचलन 
रȣǓत से सहसàबÛध गणुांक £ात कȧिजए :– 
From the following data relating to index number of supply and 
prices. Calculate coefficient of correlation by concurrent deviation 
method. 
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Year 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 

Index No.of 
Supply 

108 120 125 115 115 118 124 124 128 130 

Index of Prices 100 97 97 99 96 90 92 92 90 88 

Solution 
Calculation of Correlation by Concurrent Deviation 

Index No.of 
Supply 

Deviation 
signs 

Index No 
of. Prices 

Deviation 
signs 

Product of 
Deviation 
signs 

108  100    
120 + 97 - - 
125 + 97 = = 
115 - 99 + - 
115 = 96 - - 
118 + 90 - - 
124 +  + + 
124 =  = + 

128 + 90 - - 
130 + 88 - - 
 N=9   C=2 

2
c

c Nr
N
    

 
 2 2 9

9
     

 
 5

9
    

 
 0.5555   = –

0.7453 
अत: पǓूत[ एव ंमूãय सूचकाकंɉ मɅ ऋणा×मक सहसàबÛध है । 
उदाहरण 19 : Ǔनàन समकंɉ से संगामी ͪवचलन ͪवͬध ɮवारा सहसàबÛध गणुक £ात 
कȧिजये । 
S.No. 1 2 3 4 5 6 7 
X Series 150 154 100 72 60 65 120 
Y Series 100 80 70 60 50 80 92 
हल 

Calculation of Coefficient of Correlation 
Sr. No. X Series Deviation 

Signs 
Y Series Deviation Product of 

Signs 
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1 
2 
3 
4 
5 
6 
7 

150 
154 
100 
72 
60 
65 
120 

+ 
– 
– 
– 
+ 
+ 
 

100 
80 
70 
60 
50 
80 
92 

– 
– 
– 
– 
+ 
+ 

– 
+ 
+ 
+ 
+ 
+ 
 

  N–=6   C = 5 

2
c

c Nr
N
    

 
 

2 5 6
6

    
 

 4
6

   
 

 .6667 = –0.817 

अत: X तथा Y Įेणी मɅ उÍच èतरȣय धना×मक सहसàबÛध है । 

11.6 ͪवलàबना तथा अĒगमन (Lag and Lead)  
åयापाǐरक एव ंआͬथ[क समंक मालाओं के अÚययन करत ेसमय Ĥाय: यह देखा जाता है 
ͩक èवतंğ Įेणी (Independent or subject Series) मɅ होने वाले पǐरवत[नɉ का 
आͬĮत Įेणी पर Ĥभाव कुछ समय बाद Ǒदखाई पड़ता है । उदाहरण के ͧलऐ यǑद 
ͩकसी वèत ुकȧ पǓूत[ कȧ माğा आज बढ़ाई जाये तो यह आवæयक नहȣ ं ͩक वèत ु के 
मूãयɉ पर आज हȣ इसका Ĥभाव Ǒदखाई पड़ े। यह असर कुछ समय बाद भी हो सकता 
है । इस Ĥकार दोनɉ घटनाओं के कारण–Ĥभाव का सàबÛध èथाͪपत होने के बीच कुछ 
समयाÛतर रहता है । कारण और Ĥभाव के बीच इस समयाÛतर को हȣ काल ͪवलàबना 
(Time Lag) या अĒगमन (lead) कहत ेहɇ । पǐरणाम मɅ देरȣ होने पर ͪवलàबना 
अथवा कारण पहले होने पर अĒगमन कहा जाता है । 
सहसàबÛध का Ǔनधा[रण करत ेसमय इस समयाÛतर का Úयान रखा जाना आवæयक है 
। अÛयथा पǐरणाम ħामक होगा एव ंवाèतͪवक िèथǓत का £ान नहȣ ंहो पायेगा । ऐसी 
िèथǓत मɅ सहसàबÛध £ात करने के ͧलए कारण से सबंंͬ धत समकंɉ को ͪवलिàबत 
करने कȧ आवæयकता होगी, अथा[त ्Ĥभाव संबधंी समकंɉ कɉ आगे बढ़ाना पड़ेगा । 
उदाहारण 20 : Èया Ĥचलन मɅ मुġा कȧ माğा और सामाÛय मूãय èतर मɅ कोई 
सहसàबÛध है, जबͩक Ĥचͧलत मुġा कȧ माğा का थोक मूãयɉ पर अगले वष[ Ĥभाव 
पड़ता है ? 
Find if there is any correlation between money in circulation and 
general price level supoosing that the money in circulation affects 
the wholesale price in next year. 

Year 1995 1996 1997 1998 2000 2001 2002 2003 2004 2005 2005 
IndexNo. 
(Money) 

108 110 105 102 107 110 125 118 122 120 125 
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Index No. 
(wholesale 
prices) 

112 110 115 108 115 110 100 112 125 126 122 

हल : 
Calculation of Coefficient of Correlation 

Years Index No.of 
Money in 

Circulation X 

A= 
115 
dx 

2dx  Index No.of 
Wholesale 
Prices Y 

A= 
118 
dy 

2dy  dxdy 
 

1995 
1996 
1997 
1998 
1999 
2000 
2001 
2002 
2003 
2004 

108 
110 
105 
102 
107 
110 
125 
118 
122 
120 

–7 
–5 
–10 
–13 
–8 
–5 
10 
3 
7 
5 

49 
25 
100 
169 
64 
25 
100 
9 
49 
25 

110 
115 
108 
115 
110 
100 
112 
125 
126 
122 

–8 
–3 
–10 
–3 
–8 
–18 
–6 
7 
8 
4 

64 
9 

100 
9 
64 
324 
36 
49 
64 
16 

56 
15 
100 
39 
64 
90 
–60 
21 
56 
20 

  –23 615  –37 735 401 

2 2
2 2( ) ( )

dx dydxdy
Nr

dx dydx dy
N N

    
 

    
 

2 2

23 37401
10

( 23) ( 37)615 735
10 10

r

   
 

  
 

401 85.1
615 52.9 735 136.9

r 


 
 

315.9
562.1 598.1

r   

315.9
23.71 24.456

r 


 

315.9
579.85

r   = .5448 
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Ǒटपणी :– चू ंͩक Ĥचͧलत मुġा कȧ माğा का थोक मूãयɉ पर Ĥभाव अगले वष[ पड़ता है, 
अत: सहसंबधं £ात करने हेत ुमुदा का सचूकांक 1995 वष[ से शुǾ ͩकया है, जबͩक 
थोक मूãय सूचकांक एक वष[ बाद से ͧलया गया है । 

11.7 सहसंबध गुणांक से संबंͬधत अÛय माप :– 
Ǔनæचयन गणुांक एव ं अǓनæचत गणुांक (Other measures related to 
Coefficient of Correlation : Coefficient of determination & 
Coefficient of Non determination) आͬĮत चर Y के मूãयɉ मɅ होने वाले 
पǐरव[नɉ को दो भागɉ मɅ ͪवभािजत ͩकया जा सकता है :–  

(i) कुल पǐरवत[न का वह भाग िजसे èवतंğ चर X मɅ होने वाले पǐरवत[नɉ के आधार पर 
èपçटȣकृत मापा जा सकता है, èपçटȣकृत Ĥसरण (Explained variation) कहलाता है 
। यह संबधं कȧ Ĥगाढ़ता को èपçट करता है । 

èपçटȣकृत Ĥसरण 
21 ( )cY Y

N
   

(ii) कुल पǐरवत[न का वह भाग िजसे èवतंğ चर के आधार पर èपçटȣकृत नहȣ ं ͩकया जा 
सकता अथा[त िजसे èवतंğ चर के आधार पर मापा नहȣ ं जा सकता, अèपçटȣकृत 
Ĥसरण कहलाता है । 

अèपçटȣकृत Ĥसरण 
2( )cY Y

N
 

  

कुल Ĥसरण èपçटȣकृत और अèपçटȣकृत Ĥसरणɉ का योग होता है, सूğ के Ǿप मɅ इसे 
Ǔनàन Ĥकार से åयÈत ͩकया जा सकता है – 

2
( )Y Y

N
   

2
( )cY Y

N
 

  
2( )cY Y

N
 


 

èपçटȣकृत Ĥसरण को कुल Ĥसरण से ͪवभािजत ͩकया जाये तो ĤाÜत मान Ǔनæचयन 
गणुांक (Coefficient of Determination) कहलाता है, िजसे सूğ Ǿप मɅ Ǔनàन 
Ĥकार से ͧलख सकत ेहै :– 

R(Ǔनæचयन गणुाकं) = èपçटȣकृत Ĥसरण
कुल Ĥसरण 

 या 

2

2

( ) /
( ) /

c

c

Y Y NR
Y Y N

 

 

 

यह सहसंबधं गणुांक के वग[ के बराबर होता है अथा[त ् 2R r  ͩकÛत ुसहसंबधं गणुांक 
धना×मक एव ंऋणा×मक दोनɉ हो सकता है, परÛत ुǓनæचयन गणुांक ऋणा×मक नहȣ ंहो 
सकता है । Ǔनæचयन गणुांक हमɅ यह बताता है ͩक èवतंğ चर X के पǐरवत[नɉ के 
फलèवǾरप आͬĮत चर Y के होने वाले पǐरवत[न के ͩकतने ĤǓतशत भाग को 
èपçटȣकृत ͩकया जा सकता है अथा[त सहसंबधं के संबधं मɅ Ǔनव[चन करने के ͧलये 
Ǔनæचयन गणुांक का Ĥयोग ͩकया जाता है । उदाहरण के ͧलए यǑद मूãय (X) और 
मांग (Y) मɅ सह–संबधं गणुांक (R) = +.9 है तो Ǔनæचयन गणुांक ( 2r  .81) होगा, 
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िजसका अथ[ होगा ͩक माँग मे होने वाले 81 ĤǓतशत पǐरवत[न का मापन मूãय के 
पǐरवत[नɉ के आधार पर ͩकया जा सकता है तथा मांग मɅ 19 ĤǓतशत उÍचावचन 
मूãय के आधार पर èपçटȣकृत नहȣ ं ͩकये जा सकत े। èपçटȣकृत या अनमुाǓनत नहȣ ं
ͩकये जा सकने वालɅ अंश को अǓनæचयन गणुांक (Coefficient of Non– 
determination) कहत ेहै । अǓनæचयन गणुांक के ͧलए 2K  ͬचÛह का Ĥयोग होता है 
सूğ मɅ इसे हम Ǔनàन Ĥकार से ͧलख सकत ेहै :– 

2K   अèपçटȣकृत Ĥसरण
कुल Ĥरसण  या 2 21K r   

11.8 सारांश  
पवू[ वͨण[त ͪववेचन से èपçट है ͩक दो ͧभÛन –ͧभÛन तØयɉ से संबंͬ धत Įेͨणयɉ मɅ 
साथ–साथ पǐरवत[न होने कȧ Ĥविृ×त के गͨणतीय माप को हȣ सहसंबधं कहत े हɇ । 
सहसबÛंध पǐरवत[नɉ कȧ Ǒदशा के आधार पर धना×मक या ऋणा×मक, पǐरवत[नो के 
अनपुात के आधार पर रेखीय या बहु रेखीय एव ंचरɉ कȧ संÉया अथा[त ्Įेͨणया ँ िजनमɅ 
तुलना करनी है, के आधार पर सरल, बहु गणुी या आंͧशक हो सकता है, यǑद दो 
पदमालाओं मɅ परèपर Ǔनभ[रता नहȣ ंपाई जाये तो वहा ंसहसंबधं का अभाव (0) होगा । 
सहसंबधं के पǐरमाण को मापने के ͧलए काल[ ͪपयस[न कȧ रȣǓत, तØयɉ का Ĥ×य¢ 
संÉया×मक माप संभव न होने अथा[त ् Đम Ĥदान करने पर िèपयरमैन कȧ कोटȣ 
ĐमाÛतर रȣǓत एव ंकेवल सहसंबधं कȧ Ǒदशा का हȣ £ात करना हो तो संगामी ͪवचलन 
रȣǓत ɮवारा सहसंबधं गणुांक कȧ गणना कȧ जाती है, सहसंबधं गणुांक –1 से +1 के 
मÚय हȣ िèथǓत होता है । सहसàबÛध ͪवæलेषण भौǓतक व समाज ͪव£ान के अÚययन 
मɅ अथ[शाèğ के ¢ेğ मɅ åयावसाǓयक पवूा[नमुान मɅ बड़ा सहायक होता है । Ĥतीपगमन 
व अनपुात ͪवचरण कȧ अवधारणाएँ भी सहसंबध के मापन पर हȣ आधाǐरत है ।  

11.9 तकनीकȧ शÞदावलȣ  
सहसंबधं : दो Įेͨणयɉ मɅ पारèपǐरक आͬĮतता का माप 
धना×मक सहसंबधं : दोनɉ चलɉ के मूãयɉ मɅ पǐरवत[न समान Ǒदशा मɅ अथा[त ्संगामी 

होना 
ऋणा×मक सहसंबधं : दो चलɉ के मूãयɉ मɅ पǐरवत[न कȧ Ǒदशा ͪवपरȣत अथा[त ्Ĥगामी 

होना 
संभाåय ͪवħम : वह मूãय िजसे सहसंबधं गणुांक मɅ एक बार जोड़ने व दसूरȣ बार 

घटाने पर ĤाÜत सीमाओं के मÚय समĒ के अÛय ĤǓतदश[ 
पǐरणामɉ के होने कȧ संभावना होती है ।  

सहसंबधं का Ǔनव[चन : दो चरɉ के मÚय सहसंबधं गणुाकं के कारण व Ĥभाव कȧ महता 
कȧ जानकारȣ 

ͪवलàबना या अĒगमन : ͩकसी एक Įेणी के मूãयɉ के पǐरवत[न का Ĥभाव दसूरȣ Įेणी पर 
त×कालȣन न होकर कुछ समय बाद होना ।  
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11.10 èवपरख Ĥæन  
1 सहसंबध से Èया आशय है? 
2 कारण व पǐरणाम ͧसƨाÛत को समझाइये । 
3 धना×मक व ऋणा×मक सहसंबधं के मÚय अÛतर बताइये । 
4 काल[ ͪपयस[न के सहसंबध गणुांक कȧ मुÉय ͪवशेषताएं ͧलͨखये । 
5 ͪव¢ेप ͬचğ बनाने कȧ ĤͩĐया बतलाइये । 
6 रेखाͬचğ ͪवͬध ɮवारा सहसंबधं ͩकस Ĥकार £ात ͩकया जाता है? 
7 संभाåय ͪवħम Èयɉ आवæयक है? 
8 िèपयरमैन कȧ ĐमाÛतर ͪवͬध का Ĥयोग कब व ͩकस Ĥकार ͩकया जाता है? 
9 समान Đम हेत ुसंशोधन से Èया ता×पय[ है? इसका सूğ भी ͧलͨखये । 
10 संगामी सहसंबधं का Ǔनधा[रण ͩकस Ĥकार ͩकया जाता है? 
11 Ǔनàन सचूनाओं कɉ ͪव¢ेप ͬचğ ɮवारा Ĥèतुत ͩकिजये तथा पǐरणाम कȧ åयाÉया 

कȧिजये। 
X 2  4 6 8 10 12 
Y 4 3 7 5 8 10 

12 रेखाͬचğ ͪवͬध ɮवारा सहसंबध £ात कȧिजये । 
Years 1990 1991 1992 1993 1994 1995 1996 1997 
Wages 100 101 102 101 100 99 97 98 
Cost of Living 98 99 99 97 95 92 95 94 

13 (i) यǑद X तथा Y Įेणी मɅ सह ͪवचरणाक +270 हो तथा X का ͪवचरणाकं 540 
और  

Y का ͪवचरणांक 220 हो तो दोनɉ Įेͨणयɉ मɅ सहसंबधं £ात कȧिजये । 
If the Co– variance between X and Y variables is +270 and the 
variance of X and Y are 540 and 220 respectively, find a 
between the two variables. 

(ii) X तथा Y दो ͪवचलनɉ मɅ सहसंबधं गणुांक 0.28 है, उनके बीच सह ͪवचरण माप 
7.6 है तथा X Įेणी का ͪवचरण माप 9 है, तो Y Įेणी का Ĥमाप ͪवचलन £ात 
कȧिजये । 
Coefficient of Correlation between two variables X and Y is 
0.28, their co– variance is 7.6 and the variance is X is 9, find 
the standard deviations of Y series. 

(iii) पदɉ कȧ संÉया £ात कȧिजये यǑद – 
Find out the number of items if : 
r = .5, 60, 2yy    and 2 90   
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 Ans ( ) 0.783( ) 9.04( ) 40yi r ii iii N      

14. Ǔनàन समंकɉ के ɮवारा सहसंबधं गणुक £ात कȧिजये – 
Calculate Coefficient of Correlation from the following data : 
X 20 40 60 80 100 120 140 
Y 6 10 12 16 20 22 26 
Ans r= 0.997 

15. Ǔनàन समंकɉ के ɮवारा सहसंबधं गणुक £ात कȧिजए – 
Calculate coefficient of Correlation from the data given below : 
X 140 120 90 80 100 110 150 80 
Y 150 140 80 60 90 110 120 40 
Ans (r = 0.872) 

16. पǓत और पि×नयɉ कȧ आय ुके मÚय सहसंबध गणुक £ात कȧिजये– 
Calculate the coefficient of correlation between ages of husbands 
and wifes. 
Ages of Wive is 

Years 
Ages of Husband in years Total 

 
15–25 
25–35 
35–45 
45–55 
55–65 

20–30 
4 
– 
– 
– 
– 

30–40 
10 
10 
– 
– 
– 

40–50 
3 
24 
13 
4 
– 

50–60 
– 
3 
2 
15 
4 

60–70 
– 
– 
– 
6 
2 

 
17 
37 
15 
25 
6 

Total 4 20 44 24 8 100 
Ans (r = 0.71) 

17. Ǔनàन सूचना के आधार पर आय ुव अͧशͯ¢तता के मÚय यǑद कोई संबधं हो तो £ात 
कȧिजए– 
On the basis of following information] find out if there is any 
relation between age illiteracy. 
Age Group Population(IN’ 000) Illterate Population(IN’ 000) 
10–20 120 96 
20–30 100 75 
30–40 80 60 
40–50 50 35 
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50–60 25 20 
60–70 15 09 
70–80 5 5 
Ans. (R=0.22) 

18. एक सुÛदरता ĤǓतयोͬगता मɅ 10 ĤǓतयोͬगयɉ को दो Ǔनणा[यकɉ ɮवारा कोǑट ĐमाÛतर 
Ĥèतुत ͩकये । कोǑट सहसàबÛध के आधार पर यह बताइये ͩक Èया ये दोनɉ Ǔनणा[यक 
एक हȣ Ǿͬच के हɇ ? संभाåय ͪवħम कȧ गणना कȧ कȧिजए । 
The ten competitors in a beauty contest are ranked by two judges 
in the following order :  
First Judge 1 5 6 10 2 3 4 7 9 8 
Second Judge 6 9 4 8 2 1 3 5 10 7 

Use the rank correlation to discuss whether these judges are of 
the common taste ? Also calculate probable error. 
Ans. (rR = 0.64) 

19. X तथा Y के संगामी ͪवचलन रȣǓत ɮवारा सहसंबधं गणुांक £ात कȧिजये– 
Find out the coefficient of correlation between X and Y by the 
method of concurrent deviations : 
X 50 55 57 54 62 62 66 69 73 70 
Y 60 58 56 60 54 54 53 57 54 50 
Ans. (rc=–0.58) 

20. Èया यह सहȣ है 
2 5001

400
r    

Ans.(No) 
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इकाई –12 : कालĮेणी ͪवæलेषण (Time Series Analysis) 
इकाई कȧ Ǿपरेखा – 
12.0 उƧेæय 
12.1 Ĥèतावना 
12.2 कालĮेणी से ता×पय[ 
12.3 कालĮेणी ͪवæलेषण का मह×व 
12.4 कालĮेणी के संघटक 

12.4.1 दȣघ[कालȣन उपनǓत का मापन 
(अ) मुÈत हèत वĐ रȣǓत 
(ब) अƨ[ मÚयक रȣǓत 
(स) चल माÚय रȣǓत 
(द) Ûयनूतम वग[ रȣǓत 

12.4.2 अãपकालȣन उÍचावचनɉ का मापन 
(अ) मौसमी ͪवचरणɉ का मापन 
(ब) चĐȧय उÍचावचन 

12.4.3 अǓनयͧमत उÍचावचन 
12.5 साराशं 
12.6 शÞदावलȣ 
12.7 èवपरख Ĥæन 
12.8 åयावहाǐरक Ĥæन 
12.9 कुछ उपयोगी पèुतकɅ   

12.0 उƧेæय (Objects) 
इस इकाई के अÚययन करने के पæचात ्आप इस योÊय हो सकɅ गे ͩक :  

 कालĮेणी का अथ[ समझ सके । 
 कालĮेणी ͪवæलेषण कȧ मह××वता समझ सकɅ  । 
 कालĮेणी के ͪवͧभÛन संघटकɉ कȧ जानकारȣ कर सकɅ  । 
 ͪवͪवध उदाहरणɉ से दȣघ[कालȣन, अãपकालȣन उपनǓतयो का मापन कर सकɅ  । 
 सरल रेखा तथा ɮͪव–घातीय परवलǓयक वĐ के आसंजन कȧ गͨणतीय ͪवͬध कȧ गणना 

Ûयनूतम वग[ ͪवͬध के अÛतग[त ͩकस Ĥकार कȧ जाती है, इसे सुगमतापवू[क समझ 
सकɅ । 
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12.1 Ĥèतावना (Introduction)  
काल Įेणी ͪवæलेषण åयावसाǓयक पवूा[नमुान कȧ एक मह×वपणू[ तकनीक है । इसके 
ͧलए भूतकालȣन तØयɉ के आधार पर भͪवçय के ͧलए ऐसे गͨणतीय ĤाǾपो को तैयार 
ͩकया जाता है, िजनसे भͪवçय के ͧलए पवूा[नमुान लगाने मɅ सुͪवधा रहती है । एक 
अथ[शाèğी इनकȧ सहायता से सहȣ नीǓत Ǔनधा[रण कर देश के ͪवकास मे योगदान कर 
सकता है । अत: कालĮेणी का मुÉय उƧेæय आͬथ[क तØयɉ मɅ पǐरवत[न को समझना, 
Ǔनव[चन करना तथा उनका मूãयांकन इस आशय से करना है िजससे भͪवçय कȧ 
घटनाओं का यथोͬचत पवूा[नमुान ͩकया जा सके ।  

12.2 कालĮेणी से ता×पय[ (Meaning of A Time Series) 
सामाÛय अथ[ मɅ, समय कȧ ͩकसी इकाई जैसे वष[, माह, सÜताह, Ǒदन अथवा घÖटे के 
आधार पर वगȸकृत समकंɉ का åयविèथत Đम हȣ कालĮेणी कहलाता है । दसूरे शÞदɉ 
मɅ, िजस Įेणी के चर मूãय (variables) समय के Ĥभाव को Ĥकट करत े हɇ उसे 
कालĮेणी कहत ेहɇ । èपाइगेल के शÞदɉ मɅ, “एक कालĮेणी एक Ǔनिæचत कालाÛतर 
पर ͩकये गये अवलोकनɉ से ĤाÜत अÚययन–ǓनçकषȾ का समूह होती है ।” उदाहरणाथ[, 
उ×तर भारत मɅ ͪपछले पाँच वषा[ मɅ हु ए बाजरे के उ×पादन को हम अĒांͩकत Ĥकार 
ͧलख सकत ेहɇ – 
वष[ 2005 2006 2007 2008 2009 
बाजरे का 
उ×पादन (टनɉ मɅ) 

950 1000 1050 1120 1180 

उपयु [Èत कालĮेणी मɅ समंकɉ के वगȸकरण का आधार ‘वष[’ हɇ । इसी Ĥकार एक 
फम[ ɮवारा वष[ के 12 महȣनɉ मɅ कȧ गयी ǒबĐȧ माğा, अèपताल मɅ एक नस[ ɮवारा 
Ĥ×येक चार घÖटे के बाद ͧलया गया ͩकसी रोगी का तापĐम, एक कालेज मɅ Ĥ×येक 
वष[ बी.कॉम. मɅ Ĥवेश लेने वाले छाğɉ कȧ संÉया आǑद कालĮेणी के अÛय उदाहरण हɇ 
। अथ[शाèğ मɅ ͩकसी भी आͬथ[क–सामािजक समèया को ǒबना कालĮेणी के ͪवæलेͪषत 
और Ǔनवा[ͬचत ͩकया हȣ नहȣ ं जा सकता । समाजशािèğयɉ, उपभोÈताओं, सरकारɉ, 
डाÈटरɉ अथवा जीव व£ैाǓनकɉ आǑद ɮवारा भी अपने अनसुंधानɉ मɅ åयापक Ǿप से 
कालĮेͨणयो का उपयोग ͩकया जाता है । इस अÚयाय मɅ हम अपने अÚययन को 
आͬथ[क तथा åयावसाǓयक समंकɉ को Ĥèतुत करने वालȣ कालĮेͨणयो के ͪवæलेषण तक 
हȣ सीͧमत रखɅगे।  

12.3 कालĮेणी–ͪवæलेषण का मह×व (Importance of Analysis of 
Time Series)  
कालĮेणी–ͪवæलेषण का साँिÉयकȧ मɅ åयापक मह×व है जैसा ͩक Ǔनàन ͪववरण से èपçट 
है – 



(310) 
 

1. ͪवगत åयवहार के अÚययन मɅ सहायता (Helps in understanding past behaviour) 
– एक कालĮेणी ͩकसी भी आͬथ[क अथवा åयावसाǓयक समèया से सàबिÛधत आँकड़ े
åयविèथत Ǿप मɅ Ĥèतुत करती है अत: उसका ͪवæलेषण करके भूतकालȣन åयवहार और 
िèथǓत का ͪवæलेषण ͩकया जा सकता है और उन भूतकालȣन पǐरवत[नɉ के अÚययन से 
ͪवͧभÛन उपयोगी Ǔनçकष[ Ǔनकाले जा सकत ेहɇ । 

2. वत[मान पǐरिèथǓतयɉ को समझने मɅ सहायता (Helps in understanding the 
existing circumstances)– कालĮेͨणयɉ के ͪवæलेषण ɮवारा हम ͪवͧभÛन आͬथ[क तथा 
åयावसाǓयक ¢ेğɉ मɅ हो रहे पǐरवत[नɉ कȧ जानकारȣ ĤाÜत कर सकत ेहɇ । पहले से Ǔनधा[ǐरत 
Ĥमापɉ तथा वाèतव मɅ सàपÛन कायɟ या पǐरणामɉ से तुलना कर सकत ेहɇ और यǑद कोई 
ͪवचलन हɉ तो उनके कारणɉ का पता लगा सकत ेहɇ । 

 
3. अÛतर मूãयांकन मɅ सहायता (Helps in Comparison) – एक हȣ फम[ अपनी ͪवͧभÛन 

वषȾ या महȣनɉ के आधार पर तैयार कȧ गई ǒबĐȧ–माğा, उ×पादन लागत या लाभाज[न 
समकंɉ कȧ कालĮेणी कȧ सहायता से अपने ͩĐया–कलापɉ का मूãयांकन कर सकती हɇ और 
दो ͧभÛन–ͧभÛन अवͬधयɉ मɅ ͩकये गये कायɟ का अÛतर मãूयांकन कर सकती है ।  

4. भावी Ǔनयोजन मɅ सहायता (Helps in future planning) – काल Įेͨणयɉ के ͪवæलेषण 
से भावी Ǔनयोजन मɅ भी बहु त सहायता ͧमलती है । भूतकालȣन Ĥविृ×त के आधार पर भावी 
दȣघ[कालȣन Ĥविृ×त का अनमुान लगाया जा सकता है और तदानसुार भावी काय[Đम 
आयोिजत ͩकये जा सकत ेहɇ । यǑद कालĮेणी ठȤक से बनाई गई हो और ͩकसी दȣघ[कालȣन 
Ĥविृ×त को भलȣ Ĥकार ͪवæलेͪषत कर ͧलया गया हो तो भावी ͪवचरणो को संभाͪवत 
सीमाओं के अÛदर पया[Üत ͪवæवसनीयता के साथ Ĥ¢ेͪपत ͩकया जा सकता है ।  

5. अÛय उपयोग (Other uses) – अथ[शािèğयो एव ं åयवसाǓययɉ के अǓतǐरÈत 
समाजशािèğयɉ; उपभोÈता, सरकार, डाÈटरɉ अथवा जीव व£ैाǓनकɉ आǑद कȧ समèयाओं का 
भी अÚययन और ͪवæलेषण कालĮेͨणयो कȧ सहायता से ͩकया जा सकता है । åयापार मɅ 
होने वाले आकिèमक उÍचावचनɉ का अनमुान इनकȧ सहायता से भलȣ Ĥकार लगाया जा 
सकता है । ͪवͧभÛन कालĮेͨणयो कȧ परèपर तुलना करके उनके कारण तथा Ĥभाव का 
ͪवæलेषण ͩकया जा सकता है । 

12.4 कालĮेणी के संघटक (Components of Time Series) 
कालĮेणी के Ǿप मɅ उपलÞध होने वाले समंकɉ पर (चाहे वे ͩकसी भी समèया से 
सàबिÛधत Èयɉ न हɉ), ͪवͧभÛन कारकɉ का Ĥभाव पड़ता है िजÛहɅ हम Įेणी के संघटक 
कहत ेहɇ । उनका भलȣ Ĥकार ͪवæलेषण करके भावी Ĥविृ×तयɉ का अनमुान भलȣ–भाँǓत 
लगाया जा सकता है । उदाहरण के ͧलये हम एक ऐसी कालĮेणी को ले लɅ िजसमɅ गेहू ँ
के मूãयɉ मɅ होने वाले पǐरवत[नɉ को Ǒदखाया गया हो । इन गेहू ँमूãयɉ पर ͪवͧभÛन 
कारकɉ का Ĥभाव होगा, जैसे, जनसंÉया मɅ वृͪ ƨ, उपभोÈताओं कȧ Ǿͬचयɉ मɅ पǐरवत[न, 
उपभोÈता वग[ कȧ आय मɅ पǐरवत[न, सरकारȣ नीǓत, ǓनयÛğण एव ंराशन åयवèथा, गेहू ँ
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कȧ खेती और उ×पादकता मɅ अÛतर, ͪवͧभÛन वषɟ मɅ ͩकया गया गेहू ँके आयात–Ǔनया[त 
åयापार कȧ माğा आǑद । इन सभी त×वɉ को दȣघ[कालȣन तथा अãपकालȣन, Ǔनयͧमत 
या अǓनयͧमत उÍचावचन वाले कारकɉ आǑद ͪवͧभÛन वगȾ मɅ ͪवभािजत ͩकया जा 
सकता है। अत: कालĮेणी के ͪवæलेषण कȧ समèया इन त×वɉ को अलग–अलग करने 
और उनके Ĥभाव का मूãयांकन करने कȧ है । ͩकसी भी कालĮेणी का ͪवæलेषण करत े
समय हमɅ Ǔनàन तीन Ĥकार के पǐरवत[नɉ का अÚययन करना पड़ता है – 
(1) दȣघ[कालȣन उपनǓत का अÚययन (Secular Trend) 
(2) अãपकालȣन अथवा Ǔनयͧमत उÍचावचनɉ का अÚययन (Short–term or 

regular Fluctuations) 
(3) दैव या अǓनयͧमत उÍचावचन (Random or Irregular Fluctuations) 
उपरोÈत त×व हȣ एक कालĮेणी के संघटक अथवा कारक कहलात ेहɇ । इन त×वɉ को 
पहचान कर अलग–अलग करना और उनका अÚययन करना हȣ कालĮेणी का ͪवæलेषण 
है। यह बात Úयान देने योÊय है ͩक एक समय मɅ केवल एक हȣ Ĥकार के पǐरवत[नɉ 
का अÚययन / ͪवæलेषण ͩकया जाना चाǑहये । यǑद हमɅ दȣघ[कालȣन पǐरवत[नɉ का 
अÚययन करना हो तो Įेणी मɅ से अãपकालȣन उÍचावचनɉ को अलग करना होगा । 
इसके ͪवपरȣत, यǑद हमɅ अãपकालȣन पǐरवत[नɉ का अÚययन करना हो तो उसमɅ से 
दȣघ[कालȣन पǐरवत[नɉ को अलग करना होगा । 
अब हम दȣघ[कालȣन उपनǓत और अãपकालȣन उÍचावचनɉ के अÚययन कȧ तकनीकɉ 
और ͪवͬधयɉ का पथृक–पथृक अÚययन करɅगे। 

i. दȣघ[कालȣन उपनǓत का मापन (Measurement of Secular Trend) 
दȣघ[कालȣन उपनǓत से आशय (Meaning of Secular Trend) – दȣघ[काल मɅ ͩकसी 
भी तØय के घटने या बढ़ने या िèथर रहने कȧ Ĥविृ×त को ‘दȣघ[कालȣन उपनǓत’ 
(Secular Trend) कहत ेहɇ । इस Ĥकार  
ͩकसी भी कालĮेणी मɅ दȣघ[कालȣन त×वɉ का Ĥभाव दशा[ने वाले कारकɉ को दȣघ[कालȣन 
उपनǓत कहा जाता है । दȣघ[कालȣन उपनǓत का Ǔनधा[रण करत ेसमय अãपकालȣन 
उÍचावचनɉ को या तो पथृक् कर Ǒदया जाता है या उनकȧ उपे¢ा कर दȣ जाती है तथा 
एक औसत दȣघ[कालȣन Ĥविृ×त कȧ गणना कर लȣ जाती है । ͩकसी भी कालĮेणी मɅ 
दȣघ[कालȣन Ĥविृ×त को बतलाने वालȣ तीन Ĥकार कȧ पǐरिèथǓतया ँहो सकती हɇ – (i) 
ऊपर कȧ ओर जाती हु ई उपनǓत अथा[त ्वृͪ ƨ कȧ दशा (upward trend) (ii) नीचे कȧ 
ओर ͬगरती हु ई उपनǓत अथा[त ् ıासोÛमखु दशा (downward trend) अथवा (iii) 
िèथरता कȧ दशा (Constant trend) । उदाहरणाथ[, यǑद हम गत 20 वषɟ मɅ अनाज 
के मूãयɉ मɅ हु ये उÍचावचनɉ कȧ दȣघ[कालȣन उपनǓत कȧ गणना करɅ तो यह वृͪ ƨशील 
उपनǓत Ǒदखलायेगी । इसी Ĥकार भारत मɅ 20 वषȾ मɅ हु ई मु×य ु दर ıासोÛमखु 
दȣघ[कालȣन उपनǓत Ĥदͧश[त करती है । इसके ͪवपरȣत यǑद हम ͩकसी भी पहाड़ी èथान 
पर गत 50 वषȾ मɅ हु ई वाͪष[क वषा[ का औसत देखɅ तो वह ‘िèथर उपनǓत’ को 
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Ǒदखलायेगा । ͩकसी भी कालĮेणी मɅ दȣघ[कालȣन उपनǓत ऐसे तØयɉ पर आधाǐरत होती 
है िजनमɅ उÍचावचन एक लàबे समय मɅ होते हɇ अथा[त ्इन तØयɉ मɅ पǐरवत[न एक 
दȣघ[काल के पæचात ्Ǻिçटगोचर होत ेहɇ । 
दȣघ[कालȣन उपनǓत कȧ गणना का मह×व (Importance of Measurement of 
Secular Trend) – ͩकसी भी तØय सàबÛधी कालĮेणी मɅ दȣघ[कालȣन Ĥविृ×त कȧ 
गणना करने से दो Ĥमुख लाभ होत ेहɇ – उस त×व मɅ हो रहȣ दȣघ[कालȣन Ĥविृ×त का 
पता लगाया जा सकता है । दसूरा लाभ यह है ͩक एक फम[ कȧ दसूरȣ फम[ से तुलना 
दोनɉ कȧ ‘दȣघ[कालȣन’ उपनǓत मूãयɉ’ कȧ गणना करके सरलतापवू[क कȧ जा 
सकती है । 
दȣघ[कालȣन उपनǓत कȧ गणना करने कȧ रȣǓतया ँ (Methods of Computing 
Secular Trend)  
ͩकसी भी दȣघ[कालȣन उपनǓत कȧ गणना Ǔनàन चार रȣǓतयɉ से कȧ जा सकती है– 
(अ) मुÈत हèत वĐ रȣǓत, 
(ब) अƨ[–मÚयक रȣǓत, 
(स) चल माÚय रȣǓत; तथा 
(द) Ûयनूतम वग[ रȣǓत । 

(अ) मुÈत हèत वĐ रȣǓत (Freehand Curve Method) – यह दȣघ[कालȣन Ĥविृ×त 
Ǔनधा[ǐरत करने कȧ ǒबÛदरेुखीय ͪवͬध है जो एक सरल रȣǓत है । इस रȣǓत मɅ हम 
कालĮेणी के सभी पदɉ को एक Ēाफ पेपर पर अंͩकत कर लेते हɇ और ͩफर इन 
ǒबÛदओंु के उतार–चढ़ाव को Úयान मɅ रखत े हु ए एक ऐसा वĐ खींचत ेहɇ जो उन पदɉ 
कȧ दȣघ[कालȣन, Ĥविृ×त को Ĥकट करɅ । यह सीधी रेखा इस Ĥकार खींची जाती है, 
िजससे यह Ĥांͩकत ǒबÛदओंु के मÚय माग[ से होकर जायɅ अथा[त ्यह रेखा Ĥ×येक ǒबÛद ु
से समीपतम हो । चूँͩक पदɉ को देखकर Ēाफ पर एक सीधी रेखा खींची जाती है अत: 
इस रȣǓत को ‘Ǔनरȣ¢ण ɮवारा दȣघ[कालȣन उपनǓत Ǔनिæचत करने कȧ रȣǓत’ भी कहत े
हɇ । 
मुÈतहèत वĐ रȣǓत के लाभ एव ंदोष (Merits and Demerits of Freehand 
Curve Method) 
इस रȣǓत के Ǔनàनͧलͨखत लाभ हɇ – 

(1) यह एक सरल रȣǓत है Èयɉͩक उͬचत पमैाना लेकर Ēाफ पेपर पर वĐ का बनाना काफȧ 
सरल काय[ होता है। 

(2) इस रȣǓत मɅ गͨणतीय गणना नहȣ ंकरनी पड़ती है । 
(3) इस रȣǓत मɅ अ×यÛत शीē हȣ दȣघ[कालȣन उपनǓत Ǔनिæचत कȧ जा सकती है । 
(4) यह रȣǓत एक लोचपणू[ रȣǓत है । 

इस रȣǓत के मुÉय दोष Ǔनàन Ĥकार से हɇ – 
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(5) यह रȣǓत अ×यͬधक åयिÈतपरक है । यǑद ͪवæलेषणक×ता[ तǓनक भी प¢पात करेगा तो 
वह पǐरणाम को Ĥभाͪवत कर सकता है । 

(6) इस रȣǓत ɮवारा उपनǓत मूãयɉ कȧ गणना नहȣ ंहो सकती और न औसत वृͪ ƨ या कमी 
दर हȣ Ǔनिæचत कȧ जा सकती है । 

(7) यह रȣǓत पया[Üत समय लेने के बाद भी दȣघ[कालȣन उपनǓत कȧ केवल Ǒदशा का 
अनमुान हȣ दे पाती है ।  

(8) इसमɅ ǒबÛदओंु के आधार पर रेखा खींचने का कोई Ǔनिæचत आधार नहȣ ंहै अत: एक हȣ 
सांिÉयकȧय सामĒी से दो या अͬधक åयिÈत ͧभÛन–ͧभÛन Ĥकार के वĐ बनायेगɅ । 

(ब) अƨ[–मÚयक रȣǓत (Method of Semi–averages) – इस रȣǓत के अनसुार दȣ हु ई 
कालĮेणी को दो समान भागɉ मɅ बाँट ͧलया जाता है और ͩफर उनके अलग–अलग 
समाÛतर माÚय (Arithmetic mean) कȧ गणना कȧ जाती है । यǑद कालĮेणी मɅ 
Ǒदये गये वष[ सम–संÉया (even number) मɅ है तो उÛहɅ दो बराबर भागɉ मɅ बाँटना 
कोई कǑठन काय[ नहȣ ंहै । उदाहरणाथ[ 8 वषɟ वालȣ कालĮेणी को पहले चार तथा दसूरे 
चार वषɟ के दो वगȾ मɅ ͪवभािजत ͩकया जा सकता है । लेͩकन जब वष[ ͪवषम संÉया 
(odd numbers) मɅ Ǒदये हु ए हɉ जैसे 9 वष[ तो बीच वाले वष[ को छोड़ देना चाǑहये। 
Įेणी को दो समान भागɉ मɅ बाँट कर अलग–अलग माÚयɉ कȧ गणना कȧ जाती है 

िजसके ͧलए m
n




  सूğ का Ĥयोग ͩकया जाता है । इस Ĥकार हमɅ दो अंक ĤाÜत 

हो जात ेहɇ एक तो Ĥथम आधे भाग का समाÛतर माÚय और दसूरा दसूरे अध[–भाग का 
समाÛतर माÚय । इन दोनɉ को Ēाफ पेपर पर अंͩकत करके उÛहɅ ͧमला Ǒदया जाता है। 
यह सरल रेखा हȣ दȣघ[कालȣन Ĥविृ×त को Ĥकट करती है । Ǔनàन उदाहरण से यह 
ĤͩĐया èपçट हो जायेगी – 
उदाहरण (Illustration) 1. 
Ǔनàन आंकड़ɉ कȧ सहायता से अƨ[ मÚयक रȣǓत ɮवारा दȣघ[कालȣन Ĥविृ×त का अनमुान 
लगाइए :– 
Year 2001 2002 2003 2004 2005 2006 2007 
Production 
(in thousand 
mds) 

80 80 92 83 85 93 92 

Solution : 
चूँͩक सचूना सात वषɟ कȧ दȣ गई है अत: वष[ 2004 को छोडकर शेष को बराबर – 
बराबर बाँटɅगे :– 

First Half Second Half 
Year Production Year Production 
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(in 000’ Quintals) (in 000’ Quintals) 

2001 
2002 
2003 

80 
80 
92 
252 

2005 
2006 
2007 

85 
93 
92 
270 

Arithmetic mean of the First Half 252
3

  = 84 

Arithmetic mean of the Second Half 270
3

  = 90  

इस Ĥकार Ēाफ पेपर पर वष[ 2002 मɅ 84 तथा वष[ 2006 मɅ 90 पर उ×पादन èतर 
अंͩकत करके उÛहɅ ͧमला Ǒदया जाएगा । 
गणु (Merits) 
अƨ[–माÚयɉ कȧ रȣǓत के मुÉय गणु Ǔनàनͧलͨखत हɇ – 

(1) यह रȣǓत अÛय रȣǓतयɉ कȧ अपे¢ा सरल है ।  
(2) इसमɅ Ûयनूतम वग[ रȣǓत अथवा चल माÚय रȣǓत कȧ तुलना मɅ गणना भी कम है । 
(3) यह एक उƧेæयपरूक पƨǓत है और इसके ɮवारा Ǔनकाले गये Ǔनçकष[ सदा हȣ एक 

समान आत ेहɇ । 
दोष (Demerits) 

(1) चूँͩक यह रȣǓत समाÛतर माÚय पर आधाǐरत है अत: इसमɅ समाÛतर माÚय के दोष 
पाये जाने èवाभाͪवक हɇ । यह बड़ ेमूãयɉ से सहज हȣ Ĥभाͪवत हो जाता है अत: 
चĐȧय Ĥभावɉ के कारण दोनɉ मɅ से कोई भी माÚय बहु त बड़ा या छोटा हो सकता है । 

(2) यह रȣǓत Ĥांͩकत ͩकये गये ǒबÛदओंु मे रेखीय सàबÛध मानकर चलती है जबͩक 
वाèतव मɅ ऐसा होना आवæयक नहȣ ंहै । 

(3) पहलȣ रȣǓत कȧ हȣ भाँǓत यह रȣǓत भी दȣघ[कालȣन वृͪ ƨ अथवा ıास या िèथरता का 
कोई सÛतोषजनक माप Ĥèतुत नहȣ ंकरती । 
उपरोÈत दोषɉ के कारण हȣ इस रȣǓत को अͬधक Ĥयोग मɅ नहȣ ंलाया जाता है । 

(स) चल–माÚय रȣǓत (Method of Moving averages) 
ͪवͬध के नाम के अनसुार हȣ इस ͪवͬध मɅ ͪवͧभÛन वषɟ (Ǒदन, घÖटे जैसा भी 
कालĮेणी मɅ समय कȧ ईकाई हो) के ͧलये चल माÚय Ǔनकाले जात ेहɇ । यह चल–माÚय 
का समय कालĮेणी मɅ आये उÍचावचनɉ (fluctuations) के आधार पर तय ͩकया 
जाता है । यǑद Įेणी मɅ 3 अथवा 4 वष[ का उÍचावचन काल है तब ऐसी दशा मɅ 3 
अथवा 4 वषȸय चल–माÚय इन उÍचावचनो को Įेणी से दरू कर देते हɇ तथा ĤाÜत 
संÉयायɅ Įेणी कȧ दȣघ[कालȣन उपनǓत (Secular Trend) को दशा[त ेहɇ । इस रȣǓत के 
अनसुार यǑद हमɅ 3 वषȸय चल–माÚय Ǔनकालने हɇ तब हम Įेणी के Ĥथम 3 वषɟ के 
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मूãयɉ के योग को इनके मÚय अथा[त ्दसूरे पद के सामने ͧलखत े है । इसके पæचात ्
दसूरे, तीसरे व चौथे पदɉ के योग को तीसरे के सामने ͧलखत ेहɇ तथा इसी ͩĐया को 
Įेणी के सàपणू[ पदɉ के ͧलये Đमश: दोहरात ेजात ेहɇ । त×पæचात ्ĤाÜत पदɉ के योगɉ 
को 3 से भाग देकर 3 वषȸय चल–माÚय कȧ गणना करत ेहɇ जो Įेणी कȧ दȣघ[कालȣन 
उपनǓत को दशा[त े हɇ । इस रȣǓत के अनसुार हम ͩकसी भी ͪवषम संÉया (odd 
number) वाले चल–माÚय समय के ͧलये चल माÚयɉ कȧ गणना कर सकत ेहɇ । 
उदाहरण (Illustration) 2 
Ǔनàन समकɉ के आधार पर चल–माÚय रȣǓत ɮवारा तीन वषȸय चल–माÚय मूãय £ात 
कȧिजए । 
Year 2001 2002 2003 2004 2005 2006 2007 
Population 
(millions) 

412 438 446 454 470 483 490 

Solution : 
Table showing calculations of three yearly moving averages 
Year 
(1) 

Population 
Millions 

(2) 

Three yearly 
Moving totals 

(3) 

Three yearly 
moving averages 

(4) 
2001 
2002 
2003 
2004 
2005 
2006 
2007 

 412 
438  
446  
454  
470  
483  
 490 

 
1296 
1338 
1370 
1407 
1443 

 
1296/3=432 
1338/3=446 
1370/3=456.67 
1407/3=469 
1443/3=481 

सम–संÉया वाले चल–माÚय समय के ͧलये चल–माÚयɉ कȧ गणना करने मɅ एक 
अǓतǐरÈत 2 वषȸय चल–माÚय Ǔनकालना पड़ता है । उदाहरण के ͧलये यǑद हम 4 
वषȸय चल–माÚय Ǔनकालना चाहɅ तब Ĥथम चार Įेणी मूãयɉ के योग को दसूरे व तीसरे 
पद के मÚय रखत ेहɇ, इसके बाद अगले चार पदɉ अथा[त,् दसूरे, तीसरे, चौथे व पाँचवɅ 
के योग को तीसरे व चौथे पदɉ के मÚय रखत ेहɇ । इसी ͩĐया को Įेणी के सभी पदɉ 
के ͧलये दोहरा कर हमɅ 4 वषȸय चल–योग ĤाÜत होत ेहɇ । इन योगɉ को 4 से भाग 
कर 4 वषȸय चल–माÚय कȧ गणना करत ेहɇ । परÛत ुये चल–माÚय कालĮेणी के पदɉ 
के ठȤक सामने नहȣ ंहोत ेहɇ अत: इनका केÛġȣकरण आवæयक हो जाता है जो इन ĤाÜत 
4 वषȸय चल–माÚयो के 2 वषȸय चल– माÚय गणना करने पर ĤाÜत होता है । इस 
Ĥकार सम संÉया वाले चल–माÚयɉ कȧ गणना करने मɅ केÛġȣकरण (centred) करने 
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हेत ु 2 वषȸय चल–माÚय Ǔनकालने आवæयक होते हɇ । उपयु [Èत रȣǓत Ǔनàन उदाहरण 
ɮवारा èपçट कȧ गयी है – 
उदाहरण (Illustration) 
Ǔनàन समकंɉ के आधार पर चार वषȸय चल–माÚय रȣǓत ɮवारा औसत मूãय £ात 
कȧिजए:– 
 Year Tonnage of goods 

Carried 
Year Tonnage of goods 

Carried 
1996 
1997 
1998 
1999 
2000 
2001 

2204 
2500 
2360 
2680 
2424 
2634 

2002 
2003 
2004 
2005 
2006 
2007 

2904 
3098 
3172 
2952 
3248 
3172 

Solution :  
Total showing calculations of 4 yearly moving average : 

Year 
(1) 

Tonnage 
(2) 

for yearly 
moving 
total 
(3) 

Four yearly 
Moving 
total 
(4)=(3)÷4 

2 yearly 
Moving 
total 
Of Column 

For yearly 
Moving 
average 
Centered 
(5) 

1996 2204 - - - - 
1997 2500 - - - - 
  9744 2436.0   
1998 2360   4927.0 2463.50 
  9964 2491.0   
1999 2680   501505 2507.75 
  10098 2524.5   
2000 2424   5185.0 2592.50 
  10642 2660.5   
2001 2634   5425.5 2712.75 

  11060 2765.0   

2002 2904   5717.0 2858.50 
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  11808 2952.0   

2003 3098   5983.5 1991.75 

  12126 3031.5   

2004 3172   6149.0 3074.50 

  12470 3117.5   

2005 2952   6253.5 3126.75 

  12544 3136.0 - - 

2006 3248 - - - - 

2007 3172 - -   

चल माÚय रȣǓत के लाभ (गणु) (Merits of Moving Average Method) : 
इस रȣǓत के मुÉय गणु Ǔनàनͧलͨखत हɇ – 

(1) यह रȣǓत एक सरल रȣǓत है Èयɉͩक चल माÚयɉ कȧ गणना करना कोई कǑठन काम 
नहȣ ंहोता । 

(2) यह रȣǓत मुÈतहèत–वĐरȣǓत कȧ अपे¢ा अͬधक शुƨ पǐरणाम देती है । 
(3) जब कालĮेणी एक Ǔनिæचत और Ǔनयͧमत चĐȧय उÍचावचनɉ को Ĥकट करती हो तो 

उस समय तो यह पƨǓत हȣ सबसे अͬधक उपयÈुत है । 
(4) चल माÚय Ǔनकालने के ͧलये आवæयकतानसुार वषɟ का चुनाव ͩकया जा सकता है । 
(5) यह एक लोचपणू[ पƨǓत भी है । यǑद कुछ सांिÉयकȧय सामĒी अगले वषɟ के ͧलये 

जोड़नी हो तो ǒबना ͪपछलȣ गणना को Ĥभाͪवत ͩकये हȣ नये वषɟ के उपनǓत मूãय 
Ǔनकाले जा सकत ेहɇ । 

(6) यह एक प¢पात रǑहत और उƧेæयपरक ͪवͬध है । 
(7) चल माÚय रȣǓत के दोष या अवगणु (Demerits of Moving Average Method) 

इस रȣǓत मɅ Ǔनàन दोष भी हɇ –  
(1) चल माÚयɉ के मूãय केवल केÛġȣय Ĥविृ×त को हȣ Ǒदखात ेहɇ और वĐ के उतार–चढ़ाव 

पर कोई Ĥकाश नहȣ ंडालत े। 
(2) यǑद Įेणी मɅ आवǓत[ता èपçट Ǿप से Ĥतीत न हो तो इस रȣǓत का Ǔनिæचततापवू[क 

Ĥयोग नहȣ ंͩकया जा सकता । 
(3) इसमɅ सभी वषɟ के ͧलये माÚय मूãयɉ कȧ गणना नहȣ ं होती है जैसे 5 वषȸय चल 

माÚय मɅ पहले दो और अिÛतम दो वषɟ के चल माÚय नहȣ ंǓनकाले जाते । इसी Ĥकार 
7 वषȸय चल माÚय लेने पर पहले 3 और अिÛतम 3 वष[ छूट जाते हɇ । 

(4) आवǓत[ता Ǔनिæचत करत े समय सांिÉयक अपने Ǔनण[य का Ĥयोग करत े है िजससे 
पǐरणाम मɅ åयिÈतगत ͪवħम उ×पÛन होने कȧ परूȣ सàभावना बनी रहती है । 
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(5) चल माÚय ͩकतने वषɟ का ͧलया जाये, यह Ǔनिæचत करने का कोई Ǔनिæचत Ǔनयम न 
होने के कारण यह पƨǓत अͬधक ͪवæवसनीय Ĥतीत नहȣ ंहोती । 
चल माÚय रȣǓत कȧ उपयÈुतता (Suitability of Moving Average Method) 
चल माÚय रȣǓत के लाभ–हाǓनयɉ का तुलना×मक ͪवæलेषण करने पर हम इस Ǔनçकष[ 
पर पहु ँचत े हɇ ͩक यह रȣǓत तभी उपयÈुत है जबͩक – (1) कालĮेͨणयɉ मɅ अवͬध 
आवǓत[ता तथा पद–मूãयɉ मɅ उतार–चढाव èपçट हɉ, (2) कालĮेणी के मूãय एक रेखीय 
Ĥविृ×त को èपçट करत ेहɉ, (3) जब ͪवæलेषण का उƧेæय वत[मान Ĥविृ×त का ͪवæलेषण 
करना या भावी उपनǓत मूãयɉ कȧ गणना करना न हो तथा केवल दȣघ[कालȣन उपनǓत 
कȧ Ǒदशा हȣ £ात करनी हो । यǑद भावी मूãयɉ कȧ गणना करनी हो या औसत वाͪष[क 
वृͪ ƨ अथवा ıास दर £ात करनी हो तो सांिÉयक को Ûयनूतम वग[ रȣǓत का हȣ Ĥयोग 
करना चाǑहये Èयɉͩक वहȣ एकमाğ ऐसी रȣǓत है जो ऐसे मãूय Ĥदान करती है । 

(द) Ûयनूतम वग[–रȣǓत (Method of Least Squares) 
दȣघ[कालȣन Ĥविृ×त कȧ गणना करने कȧ यह सबसे अͬधक ͪवæवसनीय गͨणतीय ͪवͬध 
है। यह एक सरल रेखा (straight line) या परवलǓयक वĐ (parabolic curve) हो 
सकती है । इस रेखा के मूãय Ûयनूतम वग[ रȣǓत ɮवारा Ǔनकाले जात ेहɇ । इस ͪवͬध 
मɅ Ûयनूतम वग[ मूãय दो रȣǓतयɉ से £ात ͩकये जा सकत ेहɇ । पहले हम सरल रेखा 
ͪवͬध का Ĥयोग समझायɅगे तथा बाद मɅ परवलǓयक वĐ रȣǓत का ͪवæलेषण करɅगे । 

(i) सरल रेखा के आसंजन कȧ गͨणतीय ͪवͬध (Mathematical Method of fitting a 
linear line)  
इस ͪवͬध के अनसुार हम कालĮेणी मɅ समय को t तथा संगत Įेणी–मूãयɉ को y से 
Ĥदͧश[त करत ेहɇ । इसके पæचात ्कालĮेणी मɅ दȣघ[कालȣन उपनǓत को हम एक सुçठुतम 
आसंजन सरल रेखा (The straight line of best fit) िजसका èवǾप – 
y = a + bt     .....(1) 
के ɮवारा Ĥदͧश[त करत ेहɇ । सरल रेखा (1) मɅ आये a तथा b अ£ात Ĥाचलɉ का 
मान हम Ûयनूतम वग[ रȣǓत ɮवारा ĤाÜत Ǔनàन यगुपत समीकरणɉ को हल करने पर 
£ात कर लेत ेहै– 
ĤसामाÛय समीकरण –  

y na b t        ....(i) 
2ty a t b t         .....(ii) 

यहाँ Įेणी n मɅ पद मूãयɉ कȧ संÉया है तथा ,y ,t ty तथा 2t को कालĮेणी 
के Ǒदये मूãयɉ ɮवारा £ात ͩकया जा सकता है । 
यहा,ँ इस ͪवͬध मɅ, यह उãलेखनीय है ͩक यǑद हम उͬचत ͪवचलनɉ ɮवारा t  के 
मूãय को शूÛय (0) कर सकɅ  तब a तथा b का मान बहु त हȣ सरल ͪवͬध से Ǔनàन 
सूğɉ से ĤाÜत कर लेते हɇ–  
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ya
n


  तथा 2

tyb
t





 

अÛयथा ये मूãय समीकरण (i) व (ii) को हल करने पर ĤाÜत होते हɇ । इस Ĥकार 
दȣघ[कालȣन ĤवǓृत अथवा उपनǓत सरल रेखा y = a + bt ɮवारा Ĥदͧश[त हो जाती है 
। अब ͪवͧभÛन Ǒदये समय मूãयɉ (t) के ͧलये हम दȣघ[कालȣन उपनǓत y कȧ गणना 
कर लेत ेहɇ । Ǔनàन उदाहरणɉ मɅ इसको èपçट ͩकया गया है– 
उदाहरण (Illustration) 4 
Ǔनàन समंकɉ से Ûयनूतम वग[ रȣǓत ɮवारा उपनǓत मूãय £ात कȧिजए । 
Year 2003 2004 2005 2006 2007 
Profits (in thousand Rs) 4 7 3 6 8 

Solution : 
Table showing calculations of trend values : 

 
 

Years 
(t) 

 
 

Profits 
(y) 

Time 
deviation 
from 2005 

(t) 

 
2t  

 
ty 

 
Trend values 
y = a + bt 

2003 
2004 
2005 
2006 
2007 

4 
7 
3 
6 
8 

–2 
–1 
0 
1 
2 

4 
1 
0 
1 
4 

–8 
–7 
0 
6 
16 

5.6+(+.7x–2)=4.2 
5.6+(+.7x–1)=4.9 
5.6+(+.7x0)=5.6 
5.6+(.7x1)=6.3 
5.6+(.7x2)=7.0 

N = 5 y =28 t = 0 2t = 10 ty = 7 cy = 28 
ya

n


  28
5

  = 5.6 

(Annual growth rate) 2

tyb
t





7
10

  = 0.7 

उदाहरण (Illustration)  
एक चीनी कàपनी ɮवारा गत सात वषɟ मɅ ͩकया गया उ×पादन Ǔनàन हɇ : 

(1) इन समकɉ के आधार पर Ûयनूतम वग[ रȣǓत ɮवारा उपनǓत मूãय £ात कȧिजए । 
(2) कàपनी ɮवारा उ×पादन मɅ माͧसक वृͪ ƨ Èया होगी ? 

Year 2000 2002 2003 2004 2005 2006 2009  
Production 
)in ’000 mds) 

77 88 94 85 91 98 90  

Solution :  
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(i) इस Ĥæन मɅ वष[ समान Ǿप से नहȣ ं Ǒदये हु ए हɇ अत: काͧलक ͪवचलन लेने पर 
t = 0 नहȣ ंआयेगा । अत: हमɅ यहा ँa तथा b का मान Ǔनकालने के ͧलये दसूरȣ 

ͪवͬध (normal equations method) åयवहार मɅ लानी पड़ेगी जो इस Ĥकार हɇ –  
y Na b t       -----(i) 

2ty a t b t         ----(ii) 
अगलȣ ͩĐया से इनका èपçटȣकरण हो जायेगा । 

 
 

Years 

 
 

Production 
(y) 

Time 
deviation 
From 2004 

(t) 

 
2t  

 
ty 

 
Trend 
values 

y = a + bt 

2000 
2002 
2003 
2004 
2005 
2006 
2009 

77 
88 
94 
85 
91 
98 
90 

–4 
–2 
–1 
0 
1 
2 
5 

16 
4 
1 
0 
1 
4 
25 

–308 
–176 
–94 
0 
91 
196 
450 

83.283 
86.043 
87.423 
88.803 
93.183 
91.563 
95.703 

n = 7 y = 623 t = 1 2t = 51 ty = 159 
cy = 623 

a तथा b का मान Ǔनकालने के ͧलये हमɅ उपरोÈत दो समीकरणɉ को हल करना होगा 
। 
समीकरण (i) तथा (ii) मɅ मान रखने पर, 

623 = 7a + b   ……(i) 
159 = a + 51b  ……(ii) 

दसूरȣ समीकरण को 7 से गणुा करने पर 
1113 = 7a + 357b  ……(iii) 

पहलȣ समीकरण को तीसरȣ मɅ से घटाने पर 
490 = 356b 
490
356

b  

1.38 = b 
पहलȣ समीकरण मɅ b का मूãय रखने पर 

623 = 7a + (1.38) 
7a = 623 – 1.38 
7a = 621.62 
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a = 88.803 
(ii) The yearly increase in respective month in the production of 
sugar is– 

12
b ,i.e. 1.38

12
0.115 thousand mds. 

(However, in adjascent month the increase will be b/144) 
(ii) ɮͪव–धातीय परवलǓयक वĐ के आसंजन कȧ गͨणतीय ͪवͬध (Mathematical 

Method of fitting a second degree parabola) 
इस ͪवͬध के अनसुार Ĥèतुत Įेणी कȧ दȣघ[कालȣन उपनǓत को ɮͪवघातीय परवलय वĐ 

y = a + bt + 2ct    ……(2) 
के ɮवारा Ĥदͧश[त करत ेहɇ । यहा ँa, b तथा c Ĥाचलɉ के मान Ûयनूतम वग[ ͪवͬध 
ɮवारा ĤाÜत Ǔनàन ĤसामाÛय समीकरणɉ के आधार पर £ात करत ेहɇ – 
ɮͪवघातीय परवलय वĐ के ͧलये ĤसामाÛय समीकरणɅ –  

2y na b t c t         ......(i) 
2 3ty a t b t c t          ……(ii) 

2 2 3 4t y a t b t c t          ……(iii) 
2 3 4, , , , , ,y t t t t ty       तथा 2t y  मूãय कालĮेणी के आधार पर Ǔनकाले 

जात ेहɇ । 
त×पæचात ्आसंिजत समीकरण (2) मɅ t के Ǒदये मूãय रखकर दȣघ[कालȣन उपनǓत 
मूãय (y) Ǔनकाल ͧलये जात ेहɇ । Ǔनàन उदाहरण इस ͩĐया को èपçट करता है – 
उदाहरण (Illustration) 6 
Ǔनàन समकंɉ के आधार पर एक ɮͪवघात परवलय उपनǓत का आसजंन कǐरए तथा वष[ 
2009 के ͧलए उपनǓत का अनमुान भी लगाइए : 
Year 2003 2004 2005 2006 2007 
Profit (in 000, Rs) 10 12 13 10 8 
Solution : 

Table showing calculations 
Year 
x 

Profit 
y 

Deviation from 
2005 

t = (x–2005) 

2t  3t  4t  ty 2t y  

2003 
2004 
2005 
2006 
2007 

10 
12 
13 
10 
08 

–2 
–1 
0 
1 
2 

4 
1 
0 
1 
4 

–8 
–1 
0 
+1 
+8 

16 
1 
0 
1 
16 

–20 
–12 
0 
10 
16 

40 
12 
0 
10 
32 
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 53=
y  

0 = t  10=
2t  

3t
=0 

34=
4t  

–6=
ty  

94=
2t y  

Now, the normal equations are –  
2y na b t c t       

2 3ty a t b t c t        
2 2 3 4t y a t b t c t        

Putting the values from table, we get 
53 = 5a + 0 + 10c   ……(i) 
–6 = 0 + 10b + 0   ……(ii) 
94 = 10a + 0 + 34c   ……(iii) 

From (ii), 6
10

b 
  = –0.6 

From (iii),Solving (i) and (iii), we have 
a = 12.314 
c = –0.857 

Thus, the fitted second degree parabola is 
y = 12.314 –.6t – 0.857 2t  

The trend value for 2009 i.e., t = (2009–2005) = 4 is  
y = 12.314 –.6 x 4 – 0.857 x 16 
= –3.798 (thousand rupees) 

Hence the loss will be Rs. 3798 for the year 2009.  
Ûयनूतम वग[ रȣǓत के गणु–दोष (Merits and Demerits of the Method of 
Least Squares)  
Ûयनूतम वग[ रȣǓत के मुÉय गणु Ǔनàनͧलͨखत हɇ – 

(1) यह दȣघ[कालȣन Ĥविृ×त मापन कȧ एक Įेçठ व सरल रȣǓत है । 
(2) यह रȣǓत åयिÈतगत प¢पात से मुÈत है और इसके आधार पर £ात Ĥविृ×त मूãय 

अͬधक शुƨ और उपयÈुत होत ेहɇ । 
(3) इस रȣǓत कȧ सहायता से आगे के वषɟ के ͧलये भी सàभाͪवत मूãय £ात ͩकये जा 

सकत ेहɇ । 
लेͩकन Ûयनूतम वग[ रȣǓत मɅ Ǔनàनͧलͨखत दोष भी हɇ – 

(1) यह रȣǓत गणना करने मɅ अपे¢ाकृत जǑटल है । 
(2) इस रȣǓत मɅ लोच नहȣ ंहै । यǑद मूल समकंɉ मɅ एक भी मूãय मɅ पǐरवत[न कर Ǒदया 

जाये तो Ĥविृ×त समीकरण हȣ बदल जाता है । 
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उपयु [Èत दोष होत े हु ए भी दȣघ[कालȣन उपनǓत £ात करने के ͧलये Ûयनूतम वग[ रȣǓत 
हȣ सबसे Įेçठ और उपयÈुत रȣǓत है । अत: इसी का Ĥयोग åयापक Ǿप मɅ ͩकया 
जाता है । 

II. अãपकालȣन उÍचावचनɉ का मापन (Measurement of Short Time 
Oscillations) 
कालĮेͨणयɉ पर दȣघ[कालȣन Ĥविृ×त और अãपकालȣन उÍचावचनɉ दोनɉ का हȣ 
सिàमͧलत Ĥभाव पड़ता है ।  
अत: जहा ँहम दȣघ[कालȣन Ĥविृ×त का अÚययन करत ेहɇ वहȣ ंहमɅ उसके अãपकालȣन 
उÍचावचनɉ का भी अÚययन करना चाǑहये । एक सांिÉयकȧय कालĮेणी मɅ तीन Ĥकार 
के अãपकालȣन उÍचावचनɉ का अÚययन ͩकया जाता है : आ×त[व या मौसमी ͪवचरण; 
चĐȧय उÍचावचन तथा दैव या अǓनयͧमत उÍचावचन । अब हम इन तीनɉ का Đमश: 
अÚययन करɅगे । 

(अ  )मौसमी ͪवचरणɉ का मापन (Measurement of Seasonal Variations) 
दȣघ[काͧलक उपनǓत ऊपर अथवा नीचे कȧ ओर जाने वालȣ Ĥविृ×त को दशा[ती है, परÛत ु
कालĮेणी अãपकालȣन उÍचावचनɉ से भी Ĥभाͪवत होती है । आͬथ[क एव ंåयावसाǓयक 
¢ेğɉ मɅ बहु त से त×व ऐसे होत े हɇ िजनके समंकɉ मɅ काल–Įेणी बनाये जाने पर वे 
मौसम ͪवचरण Ĥदͧश[त करत ेहɇ । ये मौसमी ͪवचरण Ǔनयͧमत होते हɇ तथा एक वष[ 
के अÛदर हȣ इनमɅ उÍचावचन होता है । अत: åयवसायी वग[ के ͧलये दȣघ[कालȣन 
Ĥविृ×त का ͪवæलेषण हȣ नहȣ ंअͪपत ुइन मौसमी ͪवचरणɉ का मापन भी मह×वपणू[ होता 
है । इनके अÚययन से वह अपनी åयावसाǓयक ͩĐयाओं का Įेçठ अãपकालȣन Ǔनयोजन 
कर सकता है । ऐसी पǐरिèथǓतयɉ मɅ मौसमी पǐरवत[नɉ का अÚययन उपयोगी होता है 
। 
मौसमी ͪवचरणɉ के माप कȧ ͪवͬधया ँ (Methods of studying seasonal 
variations) – मौसमी ͪवचरणɉ के मापने कȧ Ǔनàनͧलͨखत मुÉय रȣǓतया ँहɇ – 
(1) आ×त[व माÚय रȣǓत अथवा आ×त[व ͪवचरण Ǔनदȶशांक रȣǓत 
(2) चल माÚय अनपुात रȣǓत 
(3) Įृंखला मूãयानपुात रȣǓत 
(4) Ĥविृ×त अनपुात रȣǓत 

(1) आ×त[व माÚय रȣǓत अथवा आ×त[व ͪवचरण Ǔनदȶशांक (Seasonal Average 
Method or Seasonal Variation Index Method) – आ×त[व या मौसमी ͪवचरण 
मापने कȧ यह सबसे सरल और उपयÈुत ͪवͬध है । इसमɅ सरल समाÛतर माÚय कȧ 
सहायता से मौसमी पǐरवत[नɉ का अनमुान लगाया जाता है । यह रȣǓत वहा ँ के ͧलये 
अͬधक उपयÈुत है जहा ँपर समंकɉ मɅ कोई मह×वपणू[ चĐȧय पǐरवत[न (उÍचावचन) न 
हो रहा हो । इस रȣǓत कȧ ͪवͬध सं¢ेप मɅ Ǔनàन Ĥकार है – 
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(i) ͪवͧभÛन वषɟ मɅ Ĥ×येक माह के मूãयɉ को एक पिंÈत मɅ ͧलखकर इनका सरल 
माÚय Ǔनकालत ेहɇ ।  

(ii) ͩफर परेू समय के ͧलये इन माÚयɉ का माÚय Ǔनकालत ेहɇ । 
(iii) इस परेू समय के ͧलये ĤाÜत माÚय (grand average) आधार पर Ĥ×येक माह 

के माÚय को ĤǓतशत मɅ बदलत ेहɇ । अथा[त ्
 ͪवͧशçट महȣने का माÚय 
माͧसक माÚयकɉ का माÚय

 

ये ĤǓतशत हȣ आ×त[व ͪवचरण Ǔनदȶशांक होते हɇ । 
अĒांͩकत उदाहरण ͩĐयाओं को èपçट करत ेहɇ – 
उदाहरण (Illustration) 7 
Ǔनàन खाɮयाÛन उ×पादन आंकड़ɉ के आधार पर आवत[ ͪवचरण कȧ गणना कȧिजए : 

Problem Solution 
Years Total for 

5 years 
5 yearly 
Average 

Seasonal 
Indices Month 2003 2004 2005 2006 2007 

Jan. 60 58 32 30 20 200 50 142.9 
Feb. 70 65 18 12 15 180 36 128.6 
March 60 50 10 35 15 160 32 114.3 
April 50 45 35 25 15 170 34 121.4 
May 40 36 30 12 22 140 28 100.0 
June 35 15 30 20 10 110 22 78.6 
July 20 16 24 27 13 100 20 71.4 
Aug. 36 14 28 12 10 100 20 71.4 
Sept. 45 10 25 26 14 120 24 85.7 
Oct. 30 37 23 25 15 130 26 92.9 
Nov. 66 14 30 28 12 150 30 107.1 
Dec. 40 22 26 22 10 120 24 85.7 

Total 
Average 

1680 360 1200 
140 28 100 

(3) चल माÚय अनपुात रȣǓत (Ratio–to–Moving Average Method) – यह रȣǓत भी 
पहलȣ रȣǓत के समान है लेͩकन इसमɅ अÛतर केवल यह है ͩक इसमɅ सरल समाÛतर 
माÚय के èथान पर चल माÚयɉ कȧ गणना कȧ जाती है । ये चल माÚय 12 माͧसक 
Ǔनकाले जात ेहɇ । 
इस रȣǓत से आ×त[व Ǔनदȶशांक बनाने कȧ ͪवͬध Ǔनàनͧलͨखत हɇ – 

1. सव[Ĥथम, मूãयɉ का 12 माͧसक चल माÚय Ǔनकाला जाता है । 
2. Ĥ×येक मूãय को त×सàबÛधी चल माÚय कȧ ĤǓतशत मɅ Ĥदͧश[त ͩकया जाता है । 
3. इस Ĥकार ĤाÜत ĤǓतशतɉ को ͪवÛयͧसत कर Ĥ×येक माह के ͧलये माͧसक माÚय £ात 

ͩकया जाता है।  
4. इन माͧसक माÚयɉ का भी माÚय £ात करत ेहɇ । 
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5. माͧसक माÚयɉ अथा[त ् तीसरे Đम मɅ ĤाÜत माÚयɉ को चौथे Đम मɅ ĤाÜत माÚय 
(माͧसक माÚयɉ का माÚय) को आधार मानकर ĤǓतशत अनपुात के Ǿप मɅ रखत ेहɇ । 
यहȣ आव[त Ǔनदȶशांक है ।  

(1) Įृंखला मूãयानपुात रȣǓत (Chain or Link Relatives Method) – मौसमी ͪवचरण 
Ǔनकालने के ͧलये यह भी एक उ×तम रȣǓत है । इसके अÛतग[त Ǔनàन ĤͩĐया परूȣ 
करनी होती है – 

1. सबसे पहले ͪपछले मास के अंकɉ के आधार पर Ĥ×येक मास के मूãयानपुात Ǔनकाल ͧलये 
जात ेहɇ । ये Įृंखला मूãयानपुात (Link Relatives) कहलाते हɇ । 

2. इसके बाद इन मूãयानपुातɉ का सरल समाÛतर माÚय (a) Ǔनकालत ेहɇ । 
3. Ĥथम माह के समाÛतर माÚय (a) को आधार 0( )base p  मानकर इन माÚयɉ के 

Įृंखलानपुात (chain relatives) Ǔनकालत ेहɇ । इस ͪवͬध मɅ पहले माह का Ǔनदȶशांक तो 
100 मान ͧलया जायेगा और Ĥ×येक चाल ूमाह का Įृंखला Ǔनदȶशांक अĒांͩकत सूğ से 
Ǔनिæचत ͩकया जायेगा– 

चाल ूमाह का Įृंखला मूãयानपुात ×  ͪपछले माह का Įृंखलानपुात
100

 

4. इसके बाद अिÛतम माह Įृंखलानपुात को 100 मानकर Ĥथम माह के मूãय के ͧलये भी 
Įृंखलानपुात ǓनकालɅगे । इस ĤͩĐया से Ǔनकाला हुआ Įृंखलानपुात पहले माने गये Ǔनदȶशांक 
(अथा[त ्100) से ͧभÛन होगा । इस ͧभÛनता का कारण है दȣघ[कालȣन पǐरवत[न । इसीͧलये 
इसे संशोͬधत ͩकया जायेगा । इसके संशोधन के ͧलये अÛतर को समयावͬधयɉ कȧ संÉया से 
भाग देत ेहɇ और भजनफल को 1 से गणुा करके ɮͪवतीय समयावͬध के Įृंखलाबƨ Ǔनदȶशांक 
मɅ से, और 2 से गणुा करके तीसरȣ समयावͬध के Įृंखलाबƨ Ǔनदȶशांक मɅ से तथा 3 से 
गणुा करके चौथी समयावͬध के Įृंखलाबƨ Ǔनदȶशांक मɅ से घटा देत े हɇ । इस Ĥकार 
संशोͬधत Įृंखलाबƨ Ǔनदȶशांक ĤाÜत हो जात ेहɇ। 

5. इसके बाद इन संशोͬधत Ǔनदȶशांकɉ का माÚय £ात करत ेहɇ और उस माÚय कȧ तुलना मɅ 
Ǔनदȶशांकɉ को आ×त[व Ǔनदȶशांकɉ मɅ बदल लेत ेहɇ । 

Ǔनàन उदाहरण से यह ĤͩĐया परूȣ तरह èपçट हो जायेगी – 
उदाहरण (Illustration) 8 
Ǔनàन समंकɉ के आधार पर Įृंखला मूãयानपुातɉ कȧ सहायता से आवत[ Ǔनदȶशाकɉ कȧ 
गणना कȧिजए: 
Years I Quarter II Quarter III Quarter IV Quarter 
2002 45 54 72 60 
2003 48 56 63 56 
2004 49 63 70 65 
2005 52 65 75 72 
2006 60 70 84 77 
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 Solution : 
Link Relatives 

Years I 
Quarter 

II Quarter III Quarter IV Quarter 

2002 – 120 133 83  
2003 80 117 113 89 
2004 88 129 111 92 
2005 80 125 115 96 
2006 83 117 120 79 
Total of Link 
Relatives 

331 608 592 439 

Averages of Link 
Relatives 

82.8 121.6 118.4 87.8 

Chain Relatives 100  

 =121.16 

 

 =144.0 

 

=126.5 

 100 121.6–1.2 144.0–2.4 126.5–3.5 
Chain Relatives  =120.4 = 141.6 = 123.0 
Seasonal Indices 82.5 99.4 116.8 101.4 

ǑटÜपणी– (1) संशोͬधत Įृखंला Ǔनदȶशाकं Ǔनàन रȣǓत से £ात ͩकये गये हɇ।  
पहले ğमैास का अनपुात अिÛतम ğमैास के आधार पर =100 माना गया है ͩकÛत ु

समकंɉ के £ात करने पर 126.5 82.8
100


  = 104.7 है । 

 अÛतर = 104.7 – 100.0 = 4.7 
अÛतर ĤǓत ğमैास = 4.74 =1.2 Approx. 
(2) आ×त[व Ǔनदȶशांक £ात करने के ͧलये Ĥथम संशोͬधत Įृंखलानपुातɉ का माÚय £ात 
करना होता है 
 
100 120.4 141.6 123.6

4
  

 = 121.25 

इस माÚय से संशोͬधत Įृंखलाबƨ अनपुातɉ को भाग देकर भजनफल मɅ 100 से गणुा 
कर आ×त[व Ǔनदȶशांक £ात होता है यथा पहले ğमैास का 

100 100
121.25


  = 82.5 

100 121.6
100
 121.6 118.4

100
 144.0 87.8

100


1Corrected
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इसी Ĥकार, दसूरे ğमैास के ͧलये 120.4 100
121.25


  = 99.4 

इसी Ĥकार, तीसरे ğमैास के ͧलये 141.6 100
121.25


  = 116.8 

इसी Ĥकार, चौथे ğमैास के ͧलये 123 100
121.25


  = 101.4 

(2) Ĥविृ×त अनपुात रȣǓत (Ratio to Trend Method) – यह रȣǓत Ĥविृ×त को अͬधक 
मह×व देती है । इसमɅ मौसमी ͪवचरणɉ कȧ गणना इस Ĥकार कȧ जाती है – 

(i) Ûयनूतम वग[ आधार पर ऋतुकाͧलक समयावͬध के ͧलए दȣघ[कालȣन उपनǓत £ात कȧ 
जाती है । इस काय[ के ͧलये Ĥ×येक वष[ के ऋतुकाͧलक समयावͬध का समाÛतर माÚय 
Ǔनकालकर वाͪष[क–Ĥविृ×त मूãय £ात करने के ͧलए समीकरण का Ĥयोग कर वाͪष[क 
वृͪ ƨ पर Ǔनकालȣ जाती है । वाͪष[क वृͪ ƨ दर को ऋत ु कȧ संÉया से भाग देकर 
ऋतुकाͧलक वृͪ ƨ दर Ǔनकालत ेहɇ । अगर ऋत ुसंÉया यÊुम हɇ तो Ĥथम वष[ के Ĥविृ×त 
मूãय मɅ से ऋतुकाͧलक दर का आधा घटाकर व जोड़कर Đमश: Ĥथम वष[ मɅ मÚय से 
पवू[ और बाद कȧ ऋतुओं के Ĥविृ×त मूãय £ात करत े हɇ तथा ğमैाͧसक समकंɉ कȧ 
अवèथा मɅ ğमैाͧसक वृͪ ƨ दर का आधा घटाकर दसूरे ğमैास के और जोड़कर तीसरे 
ğमैास कȧ उपनǓत मूãय £ात होगी । त×पæचात ्इसी दर के आधार पर सभी अवͬधयɉ 
मɅ Ĥविृ×त समंक ĤाÜत ͩकये जात ेहɇ । 

(ii) सभी समयावͬधयɉ के Ĥ×येक मूãय समंक को त×सàबÛधी ऋत ुके ĤवǓृत मूãय से भाग 
देकर तथा भजनफल को 100 से गणुा करके (O/T x 100) Ĥविृ×त अनपुात £ात 
करत ेहɇ । 

(iii) सभी वषɟ के Ĥविृ×त अनपुातɉ का Ĥ×येक ऋतुकाͧलक अवͬध के ͧलये समाÛतर माÚय 
Ǔनकालत ेहɇ । 

(iv) ͪ वͧभÛन ऋतुओं के Ĥविृ×त अनपुातɉ को आ×त[व Ǔनदȶशांकɉ मɅ बदलत ेहɇ । इस हेत ुसभी 
ऋतकुाͧलक Ĥविृ×त अनपुात माÚयɉ को जोड़कर उनके समाÛतर माÚय कȧ तुलना मɅ 
Ĥविृ×त अनपुातɉ को ĤǓतशत मɅ बदलत ेहɇ । ये Ǔनदȶशांक हȣ आ×त[व ͪवचरण Ǔनदȶशांक 
होत ेहɇ । 

(v) Ĥ×येक ऋत ुके Ĥविृ×त–अनपुातɉ मɅ से त×सàबÛधी आ×त[व ͪवचरण Ǔनदȶशांकɉ को घटा 
देने से चĐȧय उÍचावचन और अǓनयͧमत उÍचावचन शेष रह जात ेहɇ ।  

(ब) चĐȧय उÍचावचन (Cyclical Fluctuations) 
चĐȧय उÍचावचन भी अãपकालȣन उÍचावचनɉ कȧ एक मह×वपणू[ ͩकèम है । Ĥाय: 
आͬथ[क ¢ेğɉ मɅ ऐसे पǐरवत[न (चĐȧय उÍचावचन) पाये जात े हɇ इन उÍचावचनɉ का 
समय Ĥाय: 1 वष[ से अͬधक होता है । इनमɅ मौसमी पǐरवत[नɉ कȧ अपे¢ा अͬधक 
Ǔनयͧमतता पायी जाती है । आͬथ[क ¢ेğɉ मɅ होने वाले चĐȧय उÍचावचनɉ मɅ हमɅ चार 
Ĥकार के चĐ देखने को ͧमलत ेहɇ, सव[Ĥथम समृͪ ƨ, उसके बाद ıास, ͩफर अवसाद 
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और सबसे अÛत मɅ पनुरोƨार । Ĥाय: 5 या 7 वष[ मɅ और कुछ ¢ेğɉ मɅ 10–12 वषɟ 
मɅ एक चĐ परूा होता है । 
चĐȧय उÍचावचनɉ के मापन कȧ रȣǓतया ँ (Measurement of Cyclical 
Fluctuations)– ĐाÈसंटन एव ंकाउडेन ने चĐȧय उÍचावचनɉ को मापने कȧ Ǔनàन 
चार ͪवͬधयɉ का वण[न ͩकया हɇ – 

(1) Ĥ×य¢ रȣǓत (Direct Method) – इस रȣǓत के जÛमदाता भी एम.ए. Ħमूवाह (M.A. 
Brumbaugh) हɇ । इसमɅ अंकɉ को Ēाफ पर अंͩकत करके वĐ कȧ Ĥ×येक रेखा कȧ 
इसके पहले तथा बाद कȧ रेखा से तुलना कȧ जाती है । Ĥ×येक महȣने के समकं ͪपछले 
वष[ के उसी महȣने के ĤǓतशत के Ǿप मɅ ͧलखे जात ेहɇ । इस Ĥकार इस रȣǓत मɅ मोटे 
ढंग पर आ×त[व ͪवचरण और दȣघ[कालȣन Ĥविृ×त के Ĥभाव को दरू कर Ǒदया जाता है, 
परÛत ुयह सÛतोषजनक ͪवͬध नहȣ ंहɇ । 

(2) अवशेष रȣǓत (Residual Method) – इस रȣǓत मɅ पहले मूल समंकɉ के Ĥविृ×त 
मूãय और आ×त[व ͪवचरण Ǔनदȶशांक Ǔनकाले जात ेहɇ ओर ͩफर चल मूãयɉ को आ×त[व–
ͪवतरण Ǔनदȶशांकɉ से भाग देकर और 100 से गणुा करके Įेणी मɅ से आ×त[व 
उÍचावचनɉ को अलग कर देत े हɇ । इस Ĥकार Įेणी मɅ से दȣघ[कालȣन ĤवǓृत तथा 
मौसमी Ĥभावɉ को अलग करके जो Ĥभाव रह जात ेहɇ वे हȣ चĐȧय उÍचवचन होत ेहɇ । 
चĐȧय उÍचावचनɉ के अÚययन करने कȧ यह सव[Įेçठ रȣǓत है अत: इसी का Ĥयोग 
अͬधकांश ͪवɮवान करत ेहɇ ।  

(3) हरा×मक ͪवæलेषण रȣǓत (Harmonic Analysis Method) – इस ͪवͬध मɅ पहले तो 
Įेणी के अंकɉ कȧ आवǓत[ता (periodicity) तथा चĐȧय Ĥविृ×त £ात कȧ जाती है । 
ͩफर उनका एक आवǓत[ता ͬचğ (periodogram) बनाकर Ïया –कोÏया (sine – 
cosine) या ऐसे हȣ ͩकसी समान वĐ कȧ सहायता से अǓनयͧमत Ĥभावɉ को दरू ͩकया 
जाता है । यह रȣǓत उसी पǐरिèथǓत मɅ लाग ूहो सकती है जबͩक चĐȧय पǐरवत[नɉ कȧ 
आवǓत[ता (periodicity) समान और उनका ͪवèतार भी समान हो । 

(4) चĐȧय माÚय रȣǓत (Cyclical Average Method) – इस रȣǓत के अनसुार पहले तो 
मूल समंकɉ के चĐȧय माÚय Ǔनकाले जात ेहɇ । इसके बाद समकंɉ मɅ से मौसमी Ĥभावɉ 
को Ǔनकाल Ǒदया जाता है और ͩफर Ǔनिæचत तथा सàबिÛधत चĐɉ के समकंɉ ɮवारा 
माÚयɉ कȧ गणना कȧ जाती है । ये माÚय हȣ उÍचावचनɉ को Ĥकट करत ेहɇ । 

III. अǓनयͧमत उÍचावचन (Random or Irregular Fluctuations) 
कुछ आͬथ[क ¢ेğɉ मɅ अǓनयͧमत पǐरवत[न भी पाये जात ेहɇ । ये पǐरवत[न ǒबना ͩकसी 
Đम या Ǔनयम के अनसुार होत ेहɇ । इनकȧ अǓनयͧमतता के कारण इन पǐरवत[नɉ कȧ 
Ǒदशा तथा माğा के बारे मɅ अनमुान लगाना ǒबãकुल हȣ असàभव होता है । कब, ͩकस 
Ǒदशा मɅ तथा ͩकस माğा मɅ पǐरवत[न होगा यह पता चलाना बहु त कǑठन है । जैसा ͩक 
इनके नाम से हȣ आभास होता है ये उÍचावचन अǓनयͧमत कारकɉ के कारण होत ेहɇ 
उदाहरणत: भूकàप, बाढ़, यƨु आǑद । अत: Ĥाय: इनका अÚययन नहȣ ं ͩकया जाता, 
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लेͩकन इसका अथ[ यह कदाͪप नहȣ ंहै ͩक ये मह×वहȣन हɇ । केवल कहने का अͧभĤाय 
यहȣ है ͩक उÍचावचनɉ कȧ अǓनयͧमतता के कारण इनका व£ैाǓनक अÚययन होना 
कǑठन है । 
इनके अÚययन कȧ एक रȣǓत यह है ͩक यǑद अãपकालȣन उÍचावचनɉ मɅ से आ×त[व 
ͪवचरण (seasonal variations) तथा Ǔनयͧमत उÍचावचनɉ को Ǔनकाल Ǒदया जाये 
तो शेष बचे मूãय अǓनयͧमत उÍचावचनɉ को Ĥकट करɅगे ।  

12.5 सारांश 
जब समय पर आधाǐरत तØयɉ को संÉया×मक Ǿप मɅ åयविèथत ढंग से Ĥèतुत ͩकया 
जाता है तो उÛहɅ कालĮेणी के नाम से जाना जाता है । इसमɅ एक चर समय से 
सàबिÛधत होता है, िजसे èवतंğ चर कहत े है। यह समय कȧ छोटȣ से छोटȣ इकाई से 
लेकर बड़ी इकाई तक हो सकता है। Įेणी का दसूरा चर आͬĮत चर होता है, जो ͩक 
अÚययनकता[ कȧ आवæयकतानसुार हो सकता है । इस Ĥकार एक कालĮेणी ऐसे 
सांिÉयकȧय समंकɉ का समहू है, िजÛहɅ काल Đमानसुार सĒंǑहत एव ंअͧभलेͨखत ͩकया 
जाता है । कालĮेणी का मह×व केवल अथ[शािèğयɉ अथवा åयापाǐरयɉ तक हȣ सीͧमत 
नहȣं है, अͪपत ुव£ैाǓनक, समाजशाèğी, जीव ͪव£ानवे×ता के ͧलए भी है ।  

12.6 शÞदावलȣ 
1. कालĮेणी – सांिÉयकȧय तØयɉ का कालĐम मɅ åयविèथत ढंग से Ĥèतुतीकरण हȣ कालĮेणी 

कहलाता है।  
2. कालĮेणी ͪवæलेषण – सांिÉयकȧय तØयɉ मɅ पǐरवत[न को समझना, Ǔनव[चन करना तथा 

उनका मूãयांकन इस आशय से करना है िजससे भͪवçय कȧ घटनाओं का यथोͬचत 
पवूा[नमुान ͩकया जा सके । 

3. दȣघ[कालȣन उपनǓत – कालĮेणी कȧ दȣघ[कालȣन उपनǓत एक Ǔनçकोण घटक है जो ͩक बढ़ȣ 
हु ई समयावͬध मɅ कालĮेणी मɅ सामाÛय दȣघ[कालȣन ͪवकास या अवनǓत को Ĥदͧश[त करती 
है । 

4. चĐȧय पǐरवत[न के चार चरण – (1) समृͪ ƨ (2) ĤǓतसार (3) अवसाद तथा (4) 
पनुǾ×थान।  

5. Ûयनूतम वग[ रȣǓत – इस रȣǓत मɅ वाèतͪवक मूãयɉ (y) तथा उपनǓत मूãयɉ (yc) के 
ͪवचलनɉ का योग शूÛय होता है ।  

12.7 èवपरख Ĥæन  
1. कालĮेणी Èया होती है ? उसका ͪवæलेषण Èयɉ ͩकया जाता है ? 
2. “काल–Įेͨणयɉ का ͪवæलेषण ͩकसी समय ͪवशेष कȧ अवͬध से होने वाले ͪवͧभÛन पǐरवत[नɉ 

के ͪववेचन तथा मापन को समाͪवçट करता है । ” 
उपयु [Èत कथन कȧ åयाÉया कȧिजये तथा इन पǐरवत[नɉ का वगȸकरण कȧिजये । 

3. एक कालĮेणी मɅ आप Ûयनूतम वग[ रȣǓत का Ǔनधा[रण ͩकस Ĥकार करɅगɅ ? 
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4. कालĮेͨणयɉ के ͪवæलेषण’ से आप Èया समझत ेहɇ? इसके संघटक कौन–कौन से हɇ ? 
5. काल माला ͩकसे कहत ेहɇ ? उसमɅ कौन–कौन से Ĥमुख संघटक होते हɇ ? 
 
6. उपनǓत’ से Èया आशय है ? ͩकसी भी काल Įेणी के दȣघ[कालȣन पǐरवत[न मɅ आ×त[व से 

ͪवचरण और चĐȧय पǐरवत[नɉ का Ĥभाव èपçट करने कȧ सांिÉयकȧय रȣǓतया ँबताइये । 
7. एक काल–Įेणी के आ×त[व ͪवचरणɉ से Èया आशय हɇ? उÛहɅ मापने कȧ ͪवͧभÛन रȣǓतयɉ का 

वण[न कȧिजये ।  
8. एक कालĮेणी मɅ होने वाले ͪवͧभÛन उÍचावचनɉ को समझाइये और उदाहरण देते हु ए उनका 

मह×व बताइये । 
9. दȣघ[कालȣन उपनǓत, आ×त[व ͪवचरण और चĐȧय–उÍचावचनɉ मɅ अÛतर èपçट कȧिजये । 
10. ͩ कसी काल Įेणी मɅ दȣघ[कालȣन उपनǓत कैसे मापी जाती है ? 
Ǔनàनͧलͨखत पर संͯ¢Üत ǑटÜपणी ͧलͨखये – 

(i) काल–Įेͨणयɉ के संघटक, 
(ii) दȣघ[कालȣन उपनǓत, 
(iii) Ûयनूतम वग[ रȣǓत, 
(iv) Įेçठतम उपयÈुतता रेखा ।  

12.8 åयावहाǐरक Ĥæन  
1.  Ǔनàन समंकɉ कȧ कालĮेणी से चार वषȸय चल माÚय £ात कȧिजए – 

वष[ 2000 2001 2002 2003 2004 2005 2006 2007 
उ×पादन 
(टनɉ मɅ) 

30.1 45.4 39.3 41.4 42.2 46.4 46.6 49.2  

(उ×तर – 40.6, 42.3, 43.2, 45.1) 
2. Ǔनàन सारणी से Ûयनूतम वग[ रȣǓत ɮवारा उपनǓत मूãय £ात कȧिजए तथा 2009 के ͧलए 

उपनǓत मूãय का अनमुान भी लगाइए :  
वष[ 2000 2001 2002 2003 2004 2005 2006 2007 
मूãय 380 400 650 720 690 600 870 930 
(उ×तर – yc = 655+35.83x, Value for 2009 = 1049.13) 

3. Ǔनàन समंकɉ के आधार पर एक ɮͪवघात परवलय उपनǓत का आसंजन कǐरए तथा वष[ 
2008 के ͧलए उ×पादन का अनमुान लगाइए – 

वष[ 2002 2003 2004 2005 2006 
उ×पादन (000’) 
(टनɉ मɅ) 

7 9 10 7 5 
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(उ×तर – yc = 9.314– .6t–.857 2t , Production for the year 2008 is not 
calculated, so the fit is not good) 

4. Ǔनàनͧलͨखत समंकɉ से आवत[ माÚय रȣǓत ɮवारा आवत[ ͪवचरण सूचकांक £ात कȧिजए । 
Quarter 

Years I II III IV 
2004 20 44 90 41 
2005 35 56 130 70 
2006 46 58 72 60 
2007 50 100 70 80 
(उ×तर – 59.1, 101, 41.7, 98.2) 

5. सात वषȸय उ×पादन के समंकɉ के आधार पर एक ɮͪवघातीय उपनǓत के Ǿप मɅ 
2y a b c     पǐरकͧलत कȧिजए :  

वष[ 2001 2002 2003 2004 2005 2006 2007 
उ×पादन(टनɉ मɅ) 10 11 12 9 10 13 11  
(Ans. Y = 10.71 + 0.18 x + 0.036 2x where x = 0 for 2004) 

12.9 कुछ उपयोगी पुèतकɅ 
1. Statistical Methods – Arora & Arora – S. Chand & Co.,New Delhi.  
2. åयावसाǓयक सांिÉयकȧ – शमा[, जैन, पारȣक, रमेश बकु ͫडपो, जयपरु । 
3. पǐरमाणा×मक Ĥͪवͬधया ँ– अĒवाल, रमेश बकु ͫडपो, जयपरु । 
4. उÍचतर åयावसाǓयक सांिÉयकȧ – एन.पी. अĒवाल, मयरू पेपरबÈैस, नोएडा । 
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इकाई–13 : सूचकांक (Index Numbers)  
इकाई कȧ Ǿपरेखा – 
13.0 उƧेæय 
13.1 Ĥèतावना 
13.2 सूचकांक का अथ[ एव ंपǐरभाषाएँ 
13.3 सूचकांकɉ कȧ Ĥमुख ͪवशेषताएँ 
13.4 सूचकांकɉ के उपयोग तथा सीमाएँ 
13.5 सूचकांको कȧ रचना 
13.6 उदाहरण ɮवारा èपçटȣकरण 
13.7 भार चयन कȧ समèया  
13.8 èपçट भारवेशन और ͪवͪवध सूğɉ ɮवारा गणना 

13.8.1 लैिèपयर का सूğ 
13.8.2 पाश ेका सूğ 
13.8.3 Ĝोǒबश और बाउले का सूğ 
13.8.4 ͩफशर का आदश[ सचूकांक 
13.8.5 एजवथ[ और माश[ल का सूğ 

13.9 एक अÍछे सूचकाकं के ल¢ण 
13.9.1 समय–ĤǓतव×य[ता परȣ¢ा 
13.9.2 खÖड–ĤǓतव×य[ता परȣ¢ा 
13.9.3 चĐȧय परȣ¢ा 

13.10 ͪवͪवध समèयाऐं 
13.11 साराशं 
13.12 èवपरख Ĥæन 
13.13 शÞदावलȣ 
13.14 åयावहाǐरक Ĥæन 
13.15 कुछ उपयोगी पèुतकɅ / संदभ[ Ēथं  

13.0 उƧेæय (Objects)  
इस इकाई के अÚययन करने के पæचात ्आप इस योÊय हो सकɅ गे ͩक :  

 सूचकांक का अथ[ जान सकɅ  । 
 सूचकांकɉ कȧ Ĥमुख ͪवशेषताऐं समझ सकɅ  । 
 सूचकांकɉ का मह×व एव ंउपयोग समझ सकɅ  ।  
 सूचकांकɉ के Ǔनमा[ण मɅ ͩकन–ͩकन तØयɉ को Úयान मɅ रखा जाता है, उनका अÚययन 

कर सकɅ ।  
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 अèपçट और èपçट भारवेशन मɅ अÛतर जान सकɅ  । 
 सूचकांकɉ से सàबिÛधत ͪवͪवध सूğɉ का अÚययन कर सकɅ  । 
 एक आदश[ सूचकाकं ͩकस Ĥकार ͪवͧभÛन कसौǑटयɉ (परȣ¢णɉ) पर खरा उतरता है, यह 

अÚययन कर सकɅ  ।  

13.1 Ĥèतावना (Introduction)  
सूचकांको का Ĥयोग दो या दो से अͬधक कालɉ अथवा èथानɉ के मूãयɉ (prices), 
उ×पादन, पǐरमाण, आयतन, तापĐम आǑद मɅ ĤǓतशत पǐरवत[न को Ǔनधा[ǐरत करने के 
ͧलए ͩकया जाता है । इसके ͧलए ͩकसी एक काल अथवा èथान को आधार मान ͧलया 
जाता है और अÛय कालɉ व èथानɉ के आंकड़ɉ को आधार के आँकडɉ के ĤǓतशत के 
Ǿप मɅ åयÈत ͩकया जाता है । उदाहरणाथ[, यǑद 1990 मɅ गेहू ँका भाव 400 Ǿ. ĤǓत 
िÈवटंल था और 2005 मɅ 1700 Ǿ. ĤǓत िÈवटंल है, तो 1990 को आधार वष[ 

मानकर 2005 मɅ गेहू ँके दर का सूचकांक होगा 1700 100
400

  = 425 िजससे हमɅ यह 

£ात होता है ͩक 2005 का भाव 1990 का ͩकतने ĤǓतशत गणुा है । सूचकांकɉ से 
हमɅ आँकडɉ मɅ होने वाले पǐरवत[न का £ान सरलतापवू[क हो जाता है । उपयु [Èत 
उदाहरण मɅ हमने एक हȣ वèत ु – गेहू ँके मूãयɉ का सूचकांक £ात ͩकया है । Ĥाय: 
हम एक से अͬधक वèतुओं के मूãयɉ के सचूकांक £ात करत ेहɇ और ͩफर उन सब 
सूचकांकɉ का समाÛतर माÚय अथवा गणुो×तर माÚय £ात करत ेहɇ । यǑद हम गणना 
करत े समय वèतुओं को पथृक्–पथृक् मह××व देना चाहɅ तो भाǐरत (Weighted) 
समाÛतर माÚय अथवा भाǐरत गणुो×तर माÚय का Ĥयोगकर भाǐरत सचूकाकं 
(Weighted Index Number) £ात कर सकत ेहɇ ।  

13.2 सूचकांक का अथ[ एवं पǐरभाषा (Meaning & Defination of 
Index number)  
साधारण बोलचाल मɅ सूचकाकं का अͧभĤाय उन अंकɉ से लगाया जाता है जो 
अथ[åयवèथा के ͩकसी ¢ेğ अथवा घटना मɅ होने वाले पǐरवत[न कȧ Ĥविृ×त को ĤǓतशत 
मɅ åयÈत करत ेहɇ । ͪवͧभÛन ͪवɮवानɉ ने सूचकांकɉ अथवा Ǔनदȶशाकɉ को इस Ĥकार 
पǐरभाͪषत ͩकया है– 
ĐॉÈसटन एव ंकाउडन (Croxton and Cowden) के अनसुार, “सचूकाकं परèपर 
सàबिÛधत चर मूãयɉ के ͩकसी समूह कȧ माğा मɅ होने वाले पǐरवत[नɉ के मापने कȧ 
ͪवͬधया ंहɇ ।”ये अÛतर कȧमतɉ मɅ उ×पादन मɅ या ͩकसी अÛय गǓतͪवͬध जैसे रोजगार, 
काय[कुशलता, åयापार, उ×पादकता आǑद मɅ हो सकत े हɇ । सूचकांक तुलना×मक अंक 
होत ेहɇ जो समय, èथान या ͩकसी Įेणी के आधार पर तुलना करत ेहɇ।  
बॉͫडगंटन (Boddington) के शÞदɉ मɅ, “सचूकांक, जैसा ͩक उसके नाम से èपçट है, 
संÉयाओं के एक समूह कȧ सामाÛय Ĥविृ×त का सूचक है ।” हेǐरस सेĐाइèट 
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(H..Secrist) ने सूचकांक अंकɉ कȧ एक ऐसी Įेणी दȣ है िजसके ɮवारा ͩकसी भी 
तØय कȧ माğा मɅ होने वाले पǐरवत[नɉ को समय या èथान के आधार पर मापा जा 
सकता है।” 
 
वसैल, ͪवलेट तथा साइमोन सचूकाकं को एक ͪवͧशçट Ĥकार का माÚय (A special 
type of average) मानते हɇ जो समय अथवा èथान के सापे¢ पǐरवत[नɉ को मापता 
है। Èलाक[  एव ं शकाड े (Clark and Schkade) ने इसे ĤǓतशत अनपुात 
(Percentage relative) बताया है जबͩक मेयस[ ने इसे ĤǓतशत जैसी गणना 
(Percentage like computation) कहा है ।  

13.3 सूचकांकɉ कȧ Ĥमुख ͪवशषेताऐं (Characteristics of Index 
Numbers)  
सूचकांकɉ कȧ Ĥमुख ͪवशेषताएं इस Ĥकार हɇ – 

(1) सूचकंाक एक सांिÉयकȧय तकनीक है िजसका Ĥयोग ͪवͧभÛन चरɉ मɅ होने वाले 
पǐरवत[नɉ को मापने के ͧलए ͩकया जाता है । 

(2) सूचकांक ĤǓतशत मɅ åयÈत ͩकए जात ेहɇ । 
(3) ये तुलना×मक अंक होते है जो ͩकसी ¢ेğ मɅ समय अथवा èथान के आधार पर तØयɉ 

मɅ होने वाले पǐरवत[नɉ कȧ Ĥविृ×त बतात ेहɇ । 
(4) सूचकांक एक ͪवशेष Ĥकार का माÚय है । इसमɅ ͪवͧभÛन अनपुात £ात करके उनका 

माÚय Ǔनकाला जाता है।  
(5) सूचकांकɉ का Ĥयोग ͪवशेष Ĥकार के तØयɉ (जीवन Ǔनवा[ह, èतर, मूãय èतर आǑद) के 

पǐरवत[नɉ कȧ माप के ͧलए ͩकया जाता है, िजÛहɅ पथृक–पथृक मापना कǑठन है ।  

13.4 सूचकांकɉ के उपयोग तथा सीमाऐं (Uses and Limitations of 
Index Numbers) 
कोई भी चर िजसमɅ समय एव ंèथान के अनसुार पǐरवत[न होत ेहɇ, उसे सूचकांकɉ के 
ɮवारा मापा जा सकता है । आजकल इसका åयापक Ǿप से Ĥयोग होता है । इस 
तकनीक का उपयोग आͬथ[क, सामािजक, राजनǓैतक, शै¢ͨणक, मनोव£ैाǓनक आǑद 
सभी ¢ेğɉ मɅ ͩकया जाता है । ͧसàसन एव ं काÝका के अनसुार, “इनका Ĥयोग 
अथ[åयवèथा कȧ नाड़ी देखने मɅ ͩकया जाता है तथा ये èफȧǓतक या अèफȧǓतक 
Ĥविृ×तयɉ के सूचकɉ के Ǿप मɅ ĤयÈुत होते हɇ ।” स¢ेंप मɅ सूचकाकंɉ के Ĥमुख 
उपयोग Ǔनàनͧलͨखत हɇ – 

(1) पǐरवत[नɉ का माप – सचूकाकं दो समयावͬधयɉ के मÚय होने वाले पǐरवत[नɉ को मापत े
हɇ। 
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(2) तुलना सरल – सचूकांक सàबिÛधत तØयɉ के समूहɉ के मÚय आसानी से तुलना करत े
हɇ। 

(3) जǑटल तØयɉ को सरल करना – सूचकांक जǑटल आंकड़ɉ कȧ सारͨणयɉ को ĤǓतशत के 
Ǿप मɅ संͯ¢Üत एव ंसरल Ǿप Ĥदान करने मɅ स¢म होते हɇ । 

(4) पवूा[नमुानɉ मɅ मदद – सूचकांकɉ का अÚययन भावी नीǓतयɉ के Ǔनमा[ण एव ंपवूा[नमुान 
मɅ सहायक होता है।  

(5) वाèतͪवक मूãय £ात करने मɅ सहायक – सूचकांकɉ कȧ सहायता से मुġा का मूãय 
वाèतͪवक आय एव ंवाèतͪवक मजदरूȣ मापी जा सकती है । 
सूचकांकɉ कȧ सीमाएं – यɮयͪप सूचकांकɉ के ͪवͪवध उपयोग हɇ ͩफर भी इसकȧ कुछ 
सीमाएं भी है – 

(1) औसत Ǿप से स×य – सूचकांक केवल औसत Ǿप से हȣ स×य होते हɇ । 
(2) उƧेæयɉ कȧ ͧभÛनता 
(3) पया[Üत शुƨता का अभाव – सूचकांक केवल पǐरवत[न कȧ Ĥविृ×त को दशा[त े है अत: 

इनमɅ शुƨता कȧ कमी होती है । 
(4) अनमुाǓनत मूãय – सचूकाकं सापेͯ¢क पǐरवत[नɉ के अनमुाǓनत मूãय को हȣ बता पाते 

हɇ। 
(5) गणुा×मक पǐरवत[नɉ का मापना कǑठन – ये माğा×मक पǐरवत[नɉ को हȣ èपçट करत ेहɇ, 

गणुा×मक पǐरवत[नɉ अथा[त वèत ुकȧ ͩकèम मɅ होने वाले पǐरवत[नɉ को नहȣ ंबता पाते 
हɇ।  

(6) ħमा×मक Ǔनçकषɟ कȧ सàभावना – सूचकाकं बनात ेसमय िजन सावधाǓनयɉ का Úयान 
रखना अपेͯ¢त हɇ (उपयÈुत आधार वष[ का चुनाव, उपयÈुत माÚय का चुनाव, उपयÈुत 
वèतुओं एव ंकȧमतɉ का चुनाव आǑद), Úयान मɅ नहȣ ं रखने पर ħमा×मक Ǔनçकष[ 
Ǔनकल सकत ेहɇ । 

13.5 सूचकांकɉ कȧ रचना (Construction of Index Numbers) 
सूचकांकɉ कȧ रचना – ͪवͬध उनके उƧेæय पर Ǔनभ[र करती हɇ । सबसे मह×वपणू[ दो 
सूचकांक होत ेहɇ : (1) ͩकराना मूãयɉ के सचूकाकं, और (2) औɮयोͬगक उ×पादन के 
सूचकांक । पहलȣ Ĥकार के सूचकांकɉ से ͪवǑदत होता है ͩक अͬधकांश पǐरवारɉ ɮवारा 
åयवǿत होने वालȣ अͬधकतर वèतुओं के मूãयɉ मɅ समय–समय पर Èया पǐरवत[न हो 
रहे हɇ और दसूरȣ Ĥकार के सूचकांकɉ से £ात होता है ͩक उɮयोग ɮवारा उ×पाǑदत 
वèतुओं का पǐरमाण ͩकस Ĥकार घट या बढ़ रहा है । सचूकांकɉ के Ǔनàनͧलͨखत तØयɉ 
पर Úयान Ǒदया जाता है । 

1. पदाथȾ का चयन – पदाथɟ के चयन कȧ समèया इसͧलए उ×पÛन होती है ͩक ͩकसी सूचकांक 
के अÛतग[त सभी वèतुओं पर ͪवचार करना बहु त जǑटल हो जाता है । उदाहरणाथ[, यǑद 
हम उपभोग–वèतुओं (Consumer goods) के ͩकराना अथवा फुटकर मूãयɉ (retail 
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prices) के सूचकांक £ात करना चाहत ेहɇ तो उन सभी पदाथȾ के मूãयɉ पर ͪवचार करना 
लगभग असàभव है, जो उपभोग–वèतुओं के अÛतग[त आते हɇ । अत: कुछ ĤǓतǓनͬध पदाथȾ 
के मूãयɉ को हȣ ĤयÈुत ͩकया जाता है । èपçट है ͩक सूचकाकंɉ का यथेçट होना इस बात 
पर Ǔनभ[र होगा ͩक हमारे ɮवारा ĤयÈुत पदाथ[ उपभोग–वèतुओं का ͩकतना अÍछा 
ĤǓतǓनͬध×व करत ेहɇ । पदाथȾ कȧ संÉया के सàबÛध मɅ कोई Ǔनिæचत Ǔनयम नहȣ ं है । 
वèतुत: िजतनी अͬधक पदाथɟ कȧ संÉया होगी, उतने हȣ सूचकांक यथेçट हɉगे, ͩकÛत ु
पदाथɟ कȧ संÉया के साथ–साथ गणाना×मक जǑटलताएँ बढ़ती जाती हɇ । अत: सचूकाकंɉ कȧ 
अभीçट यथेçटता और गणना कȧ सुगमता को Úयान मɅ रखते हु ए पदाथɟ कȧ संÉया न बहु त 
अͬधक होनी चाǑहए, न हȣ बहु त कम । 

2. पदाथɟ का वगȸकरण – पदाथɟ के चयन के पæचात ्Ĥाय: उनको ͪवͧभÛन वगɟ मɅ ͪवभािजत 
कर ͧलया जाता है, और Ĥ×येक वग[ के ͧलए पथृक सचूकाकं £ात ͩकया जाता है । इसके 
उपराÛत इन सब सूचकांकɉ का माÚय ͧलया जाता है । इससे अलग–अलग वगɟ के अÛतग[त 
वèतुओं के मूãयɉ मɅ पǐरवत[न का पथृक रȣǓत से अÚययन ͩकया जा सकता है । इसके 
अǓतǐरÈत भाǐरत सूचकांकɉ कȧ दशा मɅ पथृक्–पथृक वगɟ को उͬचत भार देने मɅ भी सहायता 
ͧमलती है । उदाहरणाथ[, यǑद देश मɅ सामाÛय मूãयɉ का सूचकांक £ात करना हो, तो 
ͪवͧभÛन वèतुओं को इस Ĥकार ͪवभािजत ͩकया जा सकता है :– (i) भोÏय पदाथ[, (ii) 
औɮयोͬगक कÍचा माल, (iii) अध[Ǔनͧम[त पदाथ[, (iv) Ǔनͧम[त पदाथ[, इ×याǑद । 

3. मूãयɉ का उƨरण – èपçटत: सूचकांकɉ कȧ रचना मɅ मूãयɉ का बहु त मह×व है । मूãय 
िजतने ͪवæवसनीय हɉगे, सचूकांक उतने हȣ उपयÈुत हɉगे । अत: मूãयɉ का Ǔनधा[रण 
ͪवæवèत सूğɉ ɮवारा हȣ करना चाǑहए । इसके ͧलए बाजार मɅ Ĥचͧलत वाèतͪवक मूãयɉ को 
ĤाÜत करना चाǑहए अथवा ͪवæवसनीय पğ–पǒğकाओं मɅ Ǒदये गये मूãय भी ͧलए जा सकत े
हɇ । यǑद ͪवशेष Ǿप से फुटकर मूãयɉ के सूचकांक £ात न करने हɉ तो Ĥाय: थोक मूãयɉ 
को ĤयÈुत ͩकया जाता है । इसका कारण यह है ͩक थोक मूãय अͬधक ͪवæवसनीय होत ेहɇ 
और ͩकसी एक समय और एक èथान पर Ĥाय: समान रहते हɇ, जबͩक फुटकर मूãय एक 
èथान और एक हȣ समय पर अलग–अलग हो सकत ेहै । इसके अǓतǐरÈत थोक मूãयɉ पर 
माँग और पǓूत[ का Ĥभाव शीē पड़ता है और इस कारण ये मूãय ͩकसी èथान और समय 
कȧ िèथǓत को भलȣ भाँǓत Ĥदͧश[त करत ेहɇ । Ĥाय: मूãयɉ के ͪवͧभÛन उƨरण लेकर उनके 
माÚय को ĤयÈुत करना Įेयèकर होता है।  

4. आधार का चयन – सूचकाकं ͩकसी एक आधार–काल कȧ तुलना मɅ मूãयɉ के पǐरवत[न को 
Ĥदͧश[त करत ेहɇ । अत: आधार का चयन एक मह×वपणू[ Ĥæन है । आधार चुनने के ͧलए 
Ǔनàनͧलͨखत दो रȣǓतयɉ का Ĥयोग ͩकया जाता है :– 
(i) िèथर आधार रȣǓत (Fixed Base Method) – इस रȣǓत मɅ ͪवͧभÛन कालɉ के मूãयɉ 

कȧ तुलना एक हȣ आधार काल के मूãय से कȧ जाती है । Ĥाय: एक सामाÛय वष[ को 
आधार वष[ मान ͧलया जाता है । जैसे, यƨु–कालȣन मूãयɉ कɅ  पǐरवत[न को £ात करने 
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के ͧलए Ĥाय: यƨु आरàभ होने से पवू[ ͩकसी वष[ (जैसे 1989) को आधार वष[ के Ǿप 
मɅ ͧलया जा सकता है । कई बार, कई वषɟ को चुनकर उनके मूãयɉ को आधार माना 
जाता है । उदाहरणाथ[, यǑद हम 2001–2009 के समय मɅ मूãय–èतर मɅ उतार –चढ़ाव 
का अÚययन करना चाहɅ, तो इन सब वषɟ के मूãयɉ के माÚय को आधार ͧलया जा 
सकता है । ऐसा Ĥाय: तभी ͩकया जाता है, जब सूचकांक भूतकाल से सàबिÛधत हɉ। 

(ii) Įृंखला आधार रȣǓत (Chain Base Method) – इस रȣǓत मɅ कोई एक Ǔनिæचत 
आधार काल अथवा वष[ नहȣ ंहोता, ͩकÛत ुसूचकाकं £ात करने के ͧलए Ĥ×येक मूãय 
कȧ उससे पहले मूãय से तुलना कȧ जाती है । इस Ĥकार 2008 के मूãयɉ के ͧलए 
2007 को आधार मान ͧलया जाता है, 2007 के ͧलए 2006 को, 2006 के ͧलए 
2005 को, इ×याǑद। 

5. माÚयɉ का चयन – जब कई पदाथɟ अथवा पदाथ[–वगɟ के मूãयɉ से पǐरवत[न का अÚययन 
करना होता है, तो Ĥ×येक पदाथ[ अथवा वग[ के ͧलए पथृक सूचकाकं लेकर उनके माÚय को 
ĤयÈुत ͩकया जाता है । अब Ĥæन यह है ͩक कौन सा माÚय लेना Įेयèकर है । गणना मɅ 
सुगमता और उपयोͬगता कȧ Ǻिçट से Ĥाय: समाÛतर माÚय, मÚयका और गणुो×तर माÚय – 
इन तीनɉ मɅ से ͩकसी एक का Ĥयोग ͩकया जाता है । बहु धा समाÛतर माÚय का Ĥयोग 
ͩकया जाता है, Èयɉͩक यह गणना मɅ सुगम होने के साथ–साथ इसको समझना भी सरल है 
। परÛत ुयह चर मूãयɉ से अͬधक Ĥभाͪवत होता है और मूãयɉ मɅ होने वाले Ǔनरपे¢ 
(Absolute) पǐरवत[न का ɮयोतक होता है । इसके ͪवपरȣत गणुो×तर माÚय मूãयɉ के 
सापे¢ पǐरवत[न (Relative variation) को åयÈत करता है, Èयɉͩक सचूकाकं भी सापे¢ 
पǐरवत[न पर आधाǐरत होत ेहɇ अथा[त ्यह åयÈत करत ेहɇ ͩक कोई मूãय अÛय मूãय से 
ͩकतना–गनुा है अत: सैƨािÛतक Ǿप से गणुो×तर माÚय लेना हȣ अͬधक उपयÈुत है । 
मÚयका केवल गणना कȧ Ǻिçट से सुगम है, ͩकÛत ुयह सब मूãयɉ पर आधाǐरत नहȣ ंहोती, 
यह मूãय–पǐरवत[न का भलȣ भाँǓत Ĥदश[न नहȣ ंकरती । लघगुणकɉ (Logarithms) का 
Ĥयोग करने पर गणुो×तर माÚय कȧ गणना भी सरल हो जाती हɇ । 

13.6 उदाहरण ɮवारा èपçटȣकरण 
उदाहरण 1 
कलक×ता मɅ पटसन (जूट) के वाͪष[क औसत मूãय ĤǓत 400 पौÖड 2001 से 2007 
तक Ǔनàनͧलͨखत है । Ĥ×येक वष[ के सूचकांक £ात कȧिजए :– 
(a) 2001 को आधार वष[ मानकर, 
(b) Įृंखला आधार रȣǓत से, 
(c) 2001 – 2007 के समाÛतर माÚय को आधार मानकर, 
(d) 2001 – 2007 के गणुो×तर माÚय को आधार मानकर ।  

वष[ ǽ. 
2001 78 
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2002 
2003 
2004 
2005 
2006 
2007 

54 
67 
56 
72 
102 
98 

हल (Solution) : 
(a), 2001 को आधार मानकर तथा (b) Įृंखला आधार रȣǓत ɮवारा सूचकाकंɉ कȧ 
गणना,  

वष[ मूãय सूचकांक (a) सूचकांक (b) 
2001 
2002 
2003 
 
2004 
2005 
2006 
2007 

78 
54 
67 
 
56 
72 
102 
98 

100 
54 100 69.2
78

 
 

67 100 86
78

   

56 100 71.8
78

   

इसी Ĥकार 92.3 
इसी Ĥकार 130.8 
इसी Ĥकार 125.6 

100 
54 100 69.2
78

   
67 100 124.1
54

   
56 100 83.6
67

   

इसी Ĥकार 128.5 
इसी Ĥकार 141.7 
इसी Ĥकार 96.1 

(c) समाÛतर माÚय के आधार पर तथा, (d) गणुो×तर माÚय के आधार पर सचूकांकɉ कȧ गणना, 
वष[ मूãय(x) Log x सूचकांक (c) सूचकांक (d) 
2001 
2002 
2003 
2004 
2005 
2006 
2007 

78 
54 
67 
56 
72 
102 
98 

1.8921 
1.7324 
1.8261 
1.7482 
1.8573 
2.0086 
1.9912 

103.6 
71.7 
89.0 
74.4 
95.6 
135.5 
130.1 

106.4 
73.7 
91.4 
76.4 
98.2 
139.2 
133.8 

कुल योग= 527 13.0559   
ǑटÜपणी :– 

मूãयɉ का समाÛतर माÚय 527 75.3
7n


      

अत: सचूकांक (c) £ात करने के ͧलए Ĥ×येक वष[ के मूãय कȧ तुलना 75.3 Ǿ. से 
कȧ जाती है; यथा –  
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2001 का सूचकांक 78 100 103.6
75.3

    

मूãयɉ का गणुो×तर माÚय logloganti
n

    
 

 
13.0559log 73.3

7
anti    

 
 

अत: सूचकाकं £ात करने के ͧलए मूãयɉ कȧ तुलना 73.3 से कȧ जाती है । 

यथा – 2001 का सूचकांक 78 100 106.4
73.3

    

उदाहरण 2 
Ǔनàनͧलͨखत ताͧलका ɮवारा 2009 के ͧलए भोÏय पदाथɟ के अभाǐरत और भाǐरत 
सूचकांक £ात कȧिजए  

(a) समाÛतर माÚय कȧ सहायता से, (b) गणुो×तर माÚय कȧ सहायता से । 
भोÏय पदाथ[ भार मूãय ĤǓत ͩकĒा (ǽपयɉ मɅ) 
  1999 (आधार वष[)  2009 
गेहू ँ 40 8 48 
चावल 20 12 60 
चना 15 6 33 
अरहर दाल 5 14 56 
दधू 6 16 64 
सरसɉ का तेल 10 30 48 
चीनी 3 24 84 
नमक 1 6 18 
 100   
(a) यहाँ हम चालू वष[ (2009) के ͧलये मूãय आपेͯ¢क अथवा अलग–अलग पदाथɟ के सूचकांक 
Ǔनàनͧलͨखत रȣǓत से £ात करत ेहɇ – 

चाल ूवष[ का मूãय – आपेͯ¢क  

= 
चाल ूवष[ का मूãय
आधार वष[ का मूãय

× 100 

इसके पæचात ्इन मूãय आपेͯ¢कɉ के अभाǐरत अथवा भाǐरत माÚय ͧलए जात ेहɇ ।  
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अत: अभाǐरत समाÛतर माÚय ɮवारा सूचकांक  

n


   
3260 407.5

8
   

भाǐरत समाÛतर माÚय ɮवारा सूचकाकं  
w
w

 
 


 

49600 496
100

   

(b) गणुो×तर माÚय कȧ सहायता से सूचकाकं कȧ गणना Ǔनàन Ĥकार है :– 
मूãय–आपेͯ¢क 

(x) 
log x भार (w) W x logx 

600 
500 
550 
400 
400 
160 
350 
300 
 

2.7782 
2.6990 
2.7404 
2.6021 
2.6021 
2.2041 
2.5441 
2.4771 

40 
20 
15 
5 
6 
10 
3 
1 

100 

111.1280 
53.9800 
41.1060 
13.0105 
15.6126 
22.0410 
7.6323 
2.4771 

266.9875 
20.6471   

अत: अभाǐरत गणुो×तर माÚय ɮवारा सचूकांक 

=antilog
log x
n

 
  
 

 =antilog    

पदाथ[ मूãय 
(1999) 

मूãय 
(2009) 

मूãय–आपेͯ¢क 
(x) 

भार 
(w) 

wx 

गेहू ँ
चावल 
चना 
अरहर दाल 
दधू 
सरसɉ का तेल 
चीनी 
नमक 

8 
12 
6 
14 
16 
30 
24 
6 

48 
60 
33 
56 
64 
48 
84 
18 

600 
500 
550 
400 
400 
160 
350 
300 

40 
20 
15 
5 
6 
10 
3 
1 

24000 
10000 
8250 
2000 
2400 
1600 
1050 
300 

   3260 100 49600 
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= antilog 2.5809 =381 
भाǐरत गणुो×तर माÚय ɮवारा सचूकाकं 

 =antilog
log


 
  

 




antilog 2.6699 

 = 467.7 
उदाहरण 3 
गणुो×तर माÚय का Ĥयोग करत ेहु ए वाͨणिÏयक गǓतͪवͬधयɉ का सचूकांक £ात कȧिजए 
।  
मद भार सूचकांक 
औɮयोͬगक उ×पादन  
खǓनज उ×पादन 
आÛतǐरक åयापार  
ͪव×तीय काय[कलाप 
आयात– Ǔनया[त 
जहाजी काय[कलाप  

36 
7 
24 
20 
7 
6 

250 
135 
200 
135 
325 
300 

हल: 
गणुो×तर माÚय कȧ गणना के ͧलये लघगुणक का Ĥयोग करɅगे । 

वाͨणÏय गाǓतͪवͬधयɉ का सचूकाकं (गणुो×तर माÚय का Ĥयोग) 
मद भार ( ) सूचकांक (x) log x w x log x 
औɮयोͬगक उ×पादन 
खǓनज उ×पादन 
आÛतǐरक åयापार 
ͪव×तीय काय[कलाप 
आयात–Ǔनया[त 
जहाजी काय[कलाप  

36 
7 
24 
20 
7 
6 

250 
135 
200 
135 
325 
300 

2.3979 
2.1303 
2.3010 
2.1303 
2.5119 
2.4771 

86.3244 
14.9121 
55.2240 
42.6060 
17.5833 
14.8626 

100    log 231.5124x   

सूचकांक =A.L. 
log x


 
  

 




A.L. 331.5124
100

 
 
 

 

 =A.L. (2.315)=206.5 
उदाहरण 4 
Ǔनàनͧलͨखत सारणी कȧ सहायता से वाèतͪवक ĤǓत åयिÈत आय एव ंउसके सूचकांक 
£ात कȧिजए  
वष[ 2000 2001 2002 2003 2004 2005 
ĤǓत åयिÈत आय 160 180 180 195 210 235 
जीवन Ǔनवा[ह लागत सूचकाकं  100 200 125 150 180 200 
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 (2000=आधार वष[)  
हल :  
वाèतͪवक ĤǓत åयिÈत आय एव ंसचूकांक  

वष[  ĤǓत åयिÈत सूचकांक 
आय वष[  2000=100 

वाèतͪवक ĤǓत åयिÈत 
 आय 

वाèतͪवक ĤǓत åयिÈत 
 आय का सूचकांक 

2000 
 
2001 
 
 
2002 
 
 
2003 
 
 
2004 
 
 
2005 

100 
 
180 
 
 
180 
 
 
195 
 
 
210 
 
 
235 

100 
 
120 
 
 
125 
 
 
150 
 
 
180 
 
 
200 

160 
 
180 100 150
120

   

 
180 100 144
125

   

 
195 100 130
50

   

 
210 100 116.6
180

   

 
235 100 117.5
200

   

100 
 
150 100 93.75
160

   

 
144 100 90
160

   

 
130 100 81.25
160

   

 
116.6 100 72.9
160

   

 
117.5 100 73.4
160

   

ĤयÈुत सूğ –  
  

(i) वाèतͪवक ĤǓत åयिÈत आय = सàबिÛधत वष[ कȧ ĤǓत åयिÈत आय
सूचकांक 100  

(ii) वाèतͪवक ĤǓत åयिÈत आय सूचकांक = 
वाèतͪवक ĤǓत åयिÈत आय
2000 ͩक वाèतͪवक आय

100  

13.7 भार चयन कȧ समèया (Problem of Selecting Weights)  
अभाǐरत सूचकांकɉ से भाǐरत सूचकाकं अͬधक उपयोगी होत े हɇ, Èयɉͩक वे ͪवͧभÛन 
पदाथȾ के सापे¢ मह××व को Úयान मɅ रखकर बनाये जात ेहै । अब, भाǐरत सूचकांक 
उतने हȣ अͬधक उपयोगी हो सकत े हɇ, िजतने ͩक ͪवͧभÛन पदाथȾ के भार उनके 
मह××व के ɮयोतक हɉगे । अत: यह आवæयक है ͩक भार ͩकसी यिुÈतपणू[ आधार पर 
चुने जाएँ । यह बात Úयान देने योÊय है ͩक भारɉ का यिुÈतपणू[ अथवा यिुÈतहȣन होना 
हɇ, वे हȣ औɮयोͬगक कÍचे माल के सूचकांकɉ के ͧलए अनपुयÈुत हɉगे । इसके 
अǓतǐरÈत, Èयɉͩक समय के साथ–साथ वèतुओं के सापे¢ मह××व मɅ पǐरवत[न होता 
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रहता है, अत: एक बार ͧलए गये भारɉ को िèथर नहȣ ंसमझना चाǑहए, वरन ्उन पर 
समय–समय पर पनुͪव[चार कर लेना चाǑहए । 
अèपçट और èपçट भारवेशन (Implicit and Explicit Weighting) ––– भार देने कȧ 
अèपçट रȣǓत यह है ͩक वèतुओं के मह××व के अनसुार उनके ͪवͧभÛन Ĥकारɉ को 
सूचकांक–Ǔनमा[ण मɅ सिàमͧलत ͩकया जाता है, जैसे तीन Ĥकार के गेहू ँदो Ĥकार के 
चावल और एक Ĥकार कȧ चाय के मूãयɉ का Ĥयोग करना । इसके ͪवपरȣत èपçट 
भारवेशन रȣǓत के अनसुार एक हȣ Ĥकार कȧ सब वèतुओं के मूãय ͧलए जात ेहɇ और 
ͪवͧभÛन पदाथȾ के सापे¢ मूãयɉ अथवा सचूकाकंɉ को उनके संगत भारɉ से गणुा ͩकया 
जाता है ।  

13.8 èपçट भारवेशन और ͪवͪवध सूğɉ ɮवारा गणना  
यह èपçट है ͩक ͪवͧभÛन वèतुओं के मह××व और भार उनकȧ उपयोग–माğा पर Ǔनभ[र 
करत ेहɇ । भाǐरत सूचकांकɉ का एक सरल सूğ है ––– 

चाल ूवष[ का भाǐरत सूचकांक 
IV
V




      (1) 

जहा ँ1 चाल ूवष[ का मूãय आपेͯ¢क है, और 
V = आधार वष[ का उपभोग मान 
=(आधार वष[ उपभोग माğा) X (आधार वष[ का मूãय) 
उपयु [Èत सूğ का एक अÛय Ǿप है :–– 

चाल ूवष[ का सूचकांक 1 0

0 0

100,
p q
p q

 
      (2)

 

जहाँ 1p   चाल ूवष[ का मूãय (price), 
 0p  आधार वष[ का मूãय 

0q  आधार वष[ कȧ उपभोग–माğा (quantity) 
सूğɉ (1) और (2) कȧ समानता नीचे Ĥदͧश[त कȧ गई है :– 
हम जानते हɇ ͩक 

1

0 100,pI
p

   और 0 0V p q  

अतः 

1
0 0

1 00

0 0 0 0

100
100,

p p q
IV p qq
V p q p q

 
  

   
 

  
 

िजसमɅ दोनɉ सूğɉ कȧ समानता èपçट है । 
अÛय सूğ – ऊपर के दोनɉ सूğɉ मɅ आधार वष[ और चाल ूवष[ दोनɉ के मूãय और केवल 
आधार वष[ कȧ माğा ĤयÈुत होते हɇ । यǑद चाल ूवष[ कȧ माğा 1q  हो, तो 0p , 1p , 0q
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, 1q  को ͪवͧभÛन Ĥकार से ĤयÈुत करके सचूकाकंɉ के ͧलए ͪवͧभÛन सूğ Ǒदए गए हɇ, 
िजनका वण[न नीचे Ǒदया गया हɇ Ǔनàनͧलͨखत सूğɉ मɅ सूचकांक अनपुात के Ǿप मɅ 
Ǒदए गए हɇ और उनको 100 से गणुा करने पर ĤǓतशत के Ǿप मɅ सूचकाकं ĤाÜत ͩकए 
जा सकत ेहɇ । 

13.8.1 लैिèपयर का सूğ (Laspeyre’s Formula) 

इस सूğ के अनसुार, यǑद आधार वष[ कȧ तुलना मɅ चाल ूवष[ का सूचकांक 01p  हो तो  

 01p  1 0

0 0

p q
p q

 


  

जहा ँͪवͧभÛन संकेता¢रɉ के अथ[ ऊपर Ǒदए गए हɇ । 
यह सूğ ऊपर Ǒदए गए दोनɉ सूğɉ के समान हȣ है । अÛतर केवल ĤǓतशत और 
अनपुात का है ।  

13.8.2 पाश ेका सूğ (Paasche’s Formula) 

इस सूğ के अनसुार,  

 01p  
1 1

0 1

p q
p q

 


 

13.8.3 Ĝोǒबश और बाउले का सूğ (Drobish and Bowley’s Formula)  

इस सूğ मɅ लैिèपयर और पाश े के सूğɉ ɮवारा ĤाÜत सचूकाकंɉ का समाÛतर माÚय 
ͧलया जाता है । अत:  

 01p  1 0 1 1

0 0 0 1

1 ,
2

p q p q
p q p q

 
  

  

 
 

  

13.8.4 ͩफशर का आदश[ सचूकांक (Fisher’s Ideal Index Numbers) 

यǑद ͪपछले सूğ मɅ समाÛतर माÚय के èथान पर गणुो×तर माÚय ͧलया जाए तो ͩफशर 
का आदश[ सूचकांक ĤाÜत होता है । इसके अनसुार,  

01p 
1 0 1 1

0 0 0 1

p q p q
p q p q

 
 

 

13.8.5 एजबथ[ और माश[ल का सूğ (Edgeworth—Marshall Formula)  

यह सूğ ͩफशर के आदश[ सूचकांक कȧ अपे¢ा गणना मɅ सरल है । इसके अनसुार,  

01p   
 

0 1 1

0 1 0

q q p
q q p







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इस सूğ मɅ 0q  और 1q  के समाÛतर माÚय को ĤयÈुत। ͩकया गया है । इसके èथान 
पर यǑद गणुो×तर माÚय को ͧलया जाए, तो इस सूğ का एक ǾपाÛतर ĤाÜत होता है –  

01p 0 1 1

0 1 0

q q p
q q p

 


 

13.9 एक अÍछे सूचकांक के ल¢ण  
जैसा ͩक हम जानत े हɇ, एक अÍछे सचूकाकं को भाǐरत होना चाǑहए और भार 
पǐरवत[नशील होना चाǑहए । इसके अǓतǐरÈत ͩफशर ने ĤǓतव×य[ता–परȣ¢ाओं का उãलेख 
ͩकया है, जो एक अÍछे सूचकाकं ɮवारा सÛतçुट होनी चाǑहए वे Ǔनàनͧलͨखत हɇ:– 

13.9.1 समय ĤǓतव×य[ता परȣ¢ा (Time Reversal Test) 

एक अÍछे सूचकांक ɮवारा ĤाÜत अनपुात आधार और चाल ूवष[ कȧ अदला–बदलȣ के 
उपराÛत एक–सा रहना चाǑहए । इस परȣ¢ा के अनसुार, यǑद 01p  आधार वष[ कȧ 
तुलना मɅ चाल ूवष[ का और 01p चाल ूवष[ कȧ तुलना मɅ आधार वष[ का सूचकांक है, तो 

01p 10 1.p   

13.9.2 खंड–ĤǓतव×य[ता परȣ¢ा (Factor Reversal Test)  

इस परȣ¢ा के अनसुार यǑद हम मूãयɉ और माğाओं को ĤǓतèथाͪपत करɅ तो असंगत 
फल ĤाÜत नहȣ ंहोना चाǑहए । इसका अथ[ है ͩक यǑद 01p  आधार वष[ कȧ तुलना मɅ 
चाल ूवष[ मɅ मूãय पǐरवत[न åयÈत करता है और उसी Ĥकार 01q माğा मɅ पǐरवत[न 
åयÈत करता है, और 0p ’ 1p ,आधार और चाल ूवष[ के मूãय और 0q , 1q  आधार 

और चाल ू वष[ कȧ माğाएँ हɇ, तो 1 1
01 01

0 0

p q
p q

p q
  


 अथा[त ्मूãय–पǐरवत[न और 

माğा–पǐरवत[न को गणुा करने से कुल åयय मɅ पǐरवत[न ĤाÜत होना चाǑहए । 

13.9.3 चĐȧय परȣ¢ा (Circular Test) 

इस परȣ¢ा के अनसुार, यǑद आधार वष[ का सूचकांक ͩकसी दसूरे आधार वष[ कȧ तुलना 
मɅ Ǒदया हो, तो इस दसूरे आधार वष[ कȧ तुलना मɅ चाल ूवष[ का सचूकाकं £ात करना 
सàभव होना चाǑहए और उससे कोई असंगत मान ĤाÜत नहȣ ंहोना चाǑहए, अथा[त ्इस 
परȣ¢ा के अनसुार, 01 12 20 1p p p     
नीचे हम ͪवͧभÛन सूğɉ ɮवारा ĤाÜत सूचकांकɉ पर उपयु [Èत परȣ¢ाओं का Ĥयोग करके 
देखɅगे । 

(i) समय–ĤǓतव×य[ता परȣ¢ा – वे सूचकांक जो गणुो×तर माÚय का Ĥयोग करत े हɇ, इस 
परȣ¢ा को सÛतçुट करत ेहɇ । उदाहरणाथ[, ͩफशर का आदश[ सूğ इस परȣ¢ा पर खरा 
उतरता है, Èयɉͩक इस सूğ ɮवारा  
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 01p 
1 0 1 1

0 0 0 1

p q p q
p q p q

 
 

 

 
 और 

 0 1 0 0
10

1 1 1 0

p q p q
p

p q p q
  
 

 

 
अतः 01p 10p 1  

(ii) खÖड–ĤǓतव×य[ता परȣ¢ा – ͩफशर का आदश[ सूğ इस परȣ¢ा को भी सÛतçुट करता है, 
Èयɉͩक  

 01p 
1 0 1 1

0 0 0 1

p q p q
p q p q

 
 

 

अत: p और q कȧ अदला–बदलȣ करने पर  

 1 0 1 1
01

0 0 0 1

q p q p
q

q p q p
   
 

0 1 1 1

0 0 1 0

p q p q
p q p q

 
 

 

अत: 01p  1 1
01

0 0

,
p q

q
p q

 
   

अÛय कोई सूğ इस परȣ¢ा को सÛतुçट नहȣ ंकरता । 
(iii) चĐȧय परȣ¢ा उपयु [Èत सूğɉ मɅ से कोई भी संतुçट नहȣ ं करता । अत: केलȣ ने 

Ǔनàनͧलͨखत सूğ कȧ Ĥèतावना कȧ है – 
केलȣ का सूğ (Kelly’s Formula) – इस सूğ के अनसुार  

 01p  1

0

,
p q
p q

 


 

जहा ँq से ͩकसी एक वष[ कȧ माğा का बोध होता है, िजसको आधार मान ͧलया गया 
है; यह आवæयक नहȣ ं है ͩक यह साधारण आधार–वष[ अथवा चाल ूवष[ मɅ से एक हो, 
जैसा ͩक लैिèपयर अथवा पाश ेके सूğɉ मɅ होता है । इस सूğ मɅ आधार वष[ और चाल ू
वष[ मɅ पǐरवत[न करने पर भार ‘q’ िèथर रहता है अत: इसका िèथर भार समÍुचय 
सूğ (Fixed Weight Aggregate Formula) भी कहत े हɇ । èपçटत: यह सूğ 
समय–ĤǓतव×य[ता और चĐȧय, दोनɉ परȣ¢ाओं को सÛतçुट करता है । 
इसी Ĥकार अभाǐरत समुÍचय सूğ  

01p 1

0

,
p
p

 


ɮवारा भी उपयु [Èत दोनɉ परȣ¢ाएँ संतुçट होती हɇ । 
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13.10 ͪवͪवध समèयाएँ 
अब हम सचूकाकंɉ से सàबिÛधत कुछ ͪवशेष समèयाओं का ͪववेचन करɅगे । 

(1) सूचकांको का अèफȧतीकरण (Deflating the Index Numbers) – इस ͪवͬध का 
सबसे अÍछा उदाहरण ĤǓत åयिÈत आय के सचूकाकं हɇ । यǑद Ǔनवा[ह åयय सूचकांक 
मɅ वृͪ ƨ हो रहȣ हो तो आय के सूचकांकɉ. को Ǔनवा[ह–åयय कȧ वृͪ ƨ के åय×ुĐमानपुात मɅ 
कम कर Ǒदया जाता है । 

(2) आधार – पǐरवत[न (Base –– Shifting) ––– यǑद एक आधार वष[ के èथान पर दसूरा 
आधार वष[ लेना अभीçट हो, तो नए आधार वष[ के सचूकाकं को 100 मान ͧलया 
जाता है और अÛय सूचकांकɉ मɅ उसी अनपुात से पǐरवत[न कर Ǒदया जाता है । 

(3) सूचकांको का संयोजन (Splicing of Index Numbers – यǑद सचूकाकं कȧ दो 
Įेͨणया ँदȣ गई हɉ , जो पथृक–पथृक आधार वषȾ पर आधाǐरत हɇ, तो उनको एक हȣ 
आधार वष[ पर आधाǐरत एक Įेणी के Ǿप मɅ åयÈत करने को सूचकांकɉ का संयोजन 
कहत ेहɇ । èपçट है ͩक मलूत: यह समèया आधार पǐरवत[न कȧ हȣ है । 
ये सभी ͪवͬधया ँǓनàनͧलͨखत उदाहरणɉ ɮवारा èपçट है । 
उदाहरण–5 
Ǔनàनͧलͨखत आँकड़ो से ͪवͧभÛन सूğɉ के ɮवारा सूचकांक £ात कȧिजए और उन पर 
ͪवͧभÛन ĤǓतव×य[ता परȣ¢ाओं का Ĥयोग कȧिजए  
पदाथ[ आधार वष[ मूãय आधार वष[ माğा चाल ूवष[ मूãय चाल ूवष[ माğा 

A 
B 
C 
D 
E 

6 
2 
4 
10 
8 

50 
100 
60 
30 
40 

10 
120 
60 
24 
26 

56 
120 
60 
24 
26 

ऊपर दȣ गई ताͧलका से हम Ǔनàनͧलͨखत ताͧलका का Ǔनमा[ण करत ेहɇ,  
पदाथ[ 0p  0q  1p  1q  0p 0q  0p 1q  1p 0q  1p 1q  
A 
B 
C 
D 
E 

6 
2 
4 
10 
8 

50 
100 
60 
30 
40 

10 
2 
6 
12 
12 

56 
120 
60 
24 
26 

300 
200 
240 
300 
320 

336 
240 
240 
240 
208 

500 
200 
360 
288 
312 

560 
240 
360 
288 
312 

 योग 1360 1264 1900 1760 
अत: लैिèपयर के सूğ ɮवारा, 

1 0
01

0 0

1900 1.40
1360

p q
p

p q
  

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पाश ेके सूğ ɮवारा,  

1 1
01

0 1

1760 1.39
1264

p q
p

p q
  


 

Ĝोǒबश और बाउले के सूğ ɮवारा, 

01p  =
लैिèपयर ା पाशे

2   

ͩफशर के आदश[ सूğ ɮवारा , 01p 1 1 1 1

0 0 0 1

1900 1760
1360 1264

p q p q
p q p q

    
 

 

01 1.40 1.39 1.395p     

0 1 1 1
01

0 0 1 0

p q p q
q

p q p q
  
 

 

1264 1760
1360 1900

   

01 10 1p p    
अतः

 इस Ĥकार , इस सूğ ɮवारा समय – ĤǓतव×य[ता परȣ¢ा सÛतçुट होती है। 

0 1 1 1
01

0 0 1 0

p q p q
q

p q p q
  
 

 

पनुः 1264 1760
1360 1900

    

अतः 01p  01q 1 0 1 1 0 1 1 1 1 1

0 0 0 1 0 0 0 0 0 0

p q p q p q p q p q
p q p q p q p q p q

        
    

 

अतः 01p  01q 
1760
1360

 

अतः खÖड—ĤǓतव×य[ता परȣ¢ा भी सÛतुçट होती है। 
एजवथ[ और . माश[ल के सूğ ɮवारा,  

01p  
 

0 1 1

0 1 0

3660 1.395
2624

q q p
q q p


  





 

माश[ल और एजवथ[ का सूğ गणुो×तर माÚय ɮवारा Ǔनàन Ĥकार ĤयÈुत ͩकया जा सकता 
 हɇ :––– 
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01p

 

0 1 1

0 1 0

673.8 1.16
580.5

q q p
q q p

  


 

 
 

0 1 1
01

0 1 1

673.81.6
580.5

q q p
p

q q p


  

भाǐरत समुÍचय सूğ ɮवारा, 01p 1

0

42 1.4
30

p
p

  


 

साधारण गणुो×तर माÚय ɮवारा,  

01p  
1
5

1
5

10 2 6 12 12 4.5 1.35
6 2 4 10 3

       
 

 

और, साधारण समाÛतर माÚय ɮवारा,  

01p
10 2 6 12 12 1.37
6 2 4 10 3

       
 

 

उदाहरण 6 
नीचे Ǒदये गये आँकड़ो मɅ, Ǔनवा[ह–åयय मɅ वृͪ ƨ को Úयान मɅ रखकर ĤǓत åयिÈत आय 
का अèफȧतीकरण कȧिजए ।  
वष[ आय ĤǓत åयिÈत (ǽ.) Ǔनवा[ह—åयय सूचकांक 

1990 
1991 
1992 
1993 
1994 

205 
215 
230 
236 
252 

100 
105 
120 
140 
165 

हल :  
वष[ आय Ǔनवा[ह—åयय सू ं  अèफȧत अथवा वाèतͪवक आय 
1990 
 
1991 
 
 
1992 

205 
 
215 
 
 
230 

100 
 
105 
 
 
120 

 ǽ. 205 
 

100215
105

  ǽ. 204.76 

 

0p  0q  1p  1q  0q 1q 1p  0 1 1q q p  0q 1q 0p  0 1 0q q p  
6 
2 
4 
10 
8 

50 
100 
60 
30 
40 

10 
2 
6 
12 
12 

56 
120 
60 
24 
26 

28000 
24000 
21600 
8640 
12480 

167.3 
154.9 
147.0 
92.9 
111.7 

16800 
24000 
14400 
7200 
8320 

129.6 
154.9 
120.0 
84 
91.2 

30  42   673.8  580.5 
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1993 
 
 
1994 

 
 
236 
 
 
252 

 
 
140 
 
 
165 

100230
120

   ǽ.191.66 

 
100236
140

  ǽ. 168.57 

 
100252
165

  ǽ.152.73 

उदाहरण 7 
1980 – 1990 के Ǔनवा[ह–åयय सूचकाकं Ǔनàनͧलͨखत हɇ –  
वष[ Ǔनवा[ह—åयय सूचाकांक 
1980 104 
1981 104 
1982 112 
1983 110 
1984 105 
1985 125 
1986 120 
1987 115 
1988 135 
1989 130 
1990 140 

1980 से 1985 पर आधार–पǐरवत[न कȧिजए । 
हल : 
आधार–पǐरवत[न कȧ ͪवͬध Ǔनàन हɇ 
 

वष[ सूचकांक (आधार 1980) सूचकांक (आधार 1985) 
1980 

 
1981 

 
1982 

 
1983 

 

100 
 

104 
 

112 
 

110 
 

100100 80
125

   

100104 83.2
125

   

100112 89.6
125

   

100110 88
125

   
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उदाहरण 8 
Įͧमकɉ के पाǐरवाǐरक बजट से दो नगरɉ A एव ंB मɅ खच[ का ĤǓतशत Ǔनàन है– 
खच[ का मद नगर A नगर B 
भोजन 64% 50% 
अÛय 36% 50% 
उपभोÈता मूãय सूचकांक Đमश: 279 एव ं265 थे यǑद आधार वष[ से दोनɉ नगरɉ मɅ 
ͪवͧभÛन वèतुओं कȧ कȧमतɉ मɅ समान वृͪ ƨ हु ई हो तो भोजन व अÛय के सूचकाकं 
£ात कȧिजए । 
हल : 
नगर 4 के ͧलये दोनɉ मदɉ के भार हɉगे 64 , 36 । नगर B के ͧलए दोनɉ मदɉ के 
भार हɉगे 50,50 (भार का आधार खच[ का ĤǓतशत है ।) 
माना ͩक सूचकांक I1 एव ंI2, हɇ 
तो नगर A के ͧलए 

1 264 36 279
64 36
I I




 एव ं

नगर B के ͧलए : 1 250 50 265
50 50
I I




 

 

Èयɉͩक उपभोÈता मूãय सूचकांक
भार ଡ଼ सूचकांक

भार   
सरल करने पर 

1984 
 

1985 
 

1986 
 

1987 
 

1988 
 

1989 
 

1990 

105 
 

125 
 

120 
 

115 
 

135 
 

130 
 

140 

100105 84
125

   

 
आधार वष[ = 100 

100120 96
125

   

 
100115 92
125

   

100135 108
125

   

 
100130 104
125

   

 
100140 112
125

   
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1 264 36I I  279  ...... (1) 

1 250 50I I  265  ...... (2) 
समीकरण (1) को 0.25 तथा (2) को 0.32 से गणुा करने पर 

1 216 9I I   279  ...... (3) 

1 216 16 84.80I I   ...... (4)  
------------------------------------------ 
समीकरण (2) मɅ से समीकरण (4) घटाने पर 
 27 15.05I      2 2.15I   
समीकरण (3) मɅ 2I का मान रखने पर, 

1 216 9 69.75I I   
या 116 9(2.15) 69.75I    

116 50.40;I  1
50.40 3.15

16
I    

अथा[त ्भोजन का सूचकांक  1I 3.15  है 
एव ंअÛय का सचूकाकं  2I 2.15  है 
उदाहरण 9 
Ǔनàन समंकɉ से उपभोÈता मूãय सूचकांक £ात कȧिजये 
वèतुऐं  सूचकांक भार 
A 
B 
C 
D 
E 

352 
220 
230 
160 
190 

48 
10 
8 
12 
15 

हल :  
यहा ँवèतुओं के सचूकाकं व भार Ǒदये गये हɇ अत: दोनɉ का गणुनफल £ात करत ेहɇ:  
वèत ु सूचकांक 

I 
भार 
W 

गणुनफल 
IW 

A 
B 
C 
D 
E 

352 
220 
230 
160 
190 

8 
10 
8 
12 
15 

16896 
2200 
1840 
1920 
2850 

 योग W  93 IW  25706 
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उपभोÈता मूãय सूचकांक 25706
93

IW
W

 


276.41 

13.11 सारांश  
सूचकांक एक ͪवशेष Ĥकार के माÚय है, िजनके ɮवारा काल Įेणी अथवा ͩकसी 
èथाǓनक Įेणी मɅ होने वाले सापे¢ पǐरवत[नɉ का माप ͩकया जाता है । इÛहɅ सापे¢ 
पǐरवत[न इसͧलए कहा गया है Èयɉͩक सूचकांक ͩकसी समय ͪवशेष (जैसे आधार वष[ 
कȧ तुलना मɅ Ĥचͧलत वष[ (वत[मान वष[) के मूãय èतर के ĤǓतशत पǐरवत[न को Ĥकट 
करत ेहɇ । इसी Ĥकार एक èथान कȧ तुलना दसूरे èथान से कȧ जा सकती है । इस 
Ĥकार सूचकांक ɮवारा ͪवͧभÛन èथानɉ मɅ हु ए आͬथ[क पǐरवत[नɉ का तुलना×मक 
अÚययन सàभव हो जाता है । ऐसे पǐरवत[न जीवन–Ǔनवा[ह åयय, जीवन èतर, राçĚȣय 
उ×पादन, राçĚȣय आय अथवा ऐसे हȣ ͩकसी अÛय आͬथ[क ¢ेğ से सàबिÛधत हो सकत े
हɇ । इस Ĥकार यह èपçट है ͩक सूचकाकंɉ का Ĥयोग केवल आͬथ[क जगत मɅ हȣ नहȣ ं
होता अͪपत ुदैǓनक जीवन का कोई भी ¢ेğ इनके Ĥभाव से अछूता नहȣ ंरहा हɇ। 

13.12 शÞदावलȣ  
1. सूचकांक (Index Number) – सूचकांक ͪवशेष Ĥकार के माÚय है जी समय एव ंèथान के 

आधार पर ͩकÛहȣ ंघटनाओं मɅ होने वाले पǐरवत[नɉ को मापते हɇ । 
2. मूãय सचूकाकं (Price Index) – मूãय सूचकांकɉ मɅ वèतुओं के समूह कȧ एक Ǔनिæचत 

समय पर मूãयɉ कȧ तुलना आधार वष[ मूãयɉ से कȧ जाती है । 
3. आधार वष[ पǐरवत[न (Base Shifting) – आधार वष[ बदलने का आशय एक सूचकाकं 

Įेणी का सÛदभ[ आधार को एक समयावͬध से दसूरȣ मɅ बदलकर उÛहɅ तुलना योÊय बनाना 
है । 

4. ͧशरोबÛधन (Splicing) – एक ऐसी ͩĐया िजसमɅ नई सचूकाकं माला को परुानी Įेणी से 
सàबिÛधत कर Ǒदया जाए ।  

5. िèथर आधार वष[ रȣǓत (Fixed Base method) – इसमɅ एक सामाÛय वष[ को चुनकर 
ĤǓतवष[ मूãय èतर कȧ तुलना उसी वष[ से कȧ जाती है । 

6. Įखला आधार रȣǓत (Chain base method) इस रȣǓत मɅ ĤǓतवष[ आधारवष[ पǐरवǓत[त 
कर देते हɇ तथा सदैव तुलना ͪपछले वष[ से कȧ जाती है । 

7. अपͧसफǓत (Deflation) – वत[मान मूãय या Ǔनवा[ह åयय मɅ होने वालȣ पǐरवत[नɉ के 
अनकूुल वेतन, आय अथवा मौǑġक मजदरूȣ आǑद के सचूकांकɉ को सशंोधन करने कȧ ͩĐया 
को अपिèफǓत कहत ेहɇ । 

8. उपभोÈता मूãय सचूकांक (consumer Price Index) – ͩकसी èथान से सàबिÛधत वग[ 
ͪवशेष जैसे जयपरु के मजदरू वग[ पर पड़ने वाले मूãय पǐरवत[नɉ के Ĥभाव का माप करने 
के ͧलए बनाया गया सूचकांक ।  
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13.13 èवपरख Ĥæन  
1. सूचकांकɉ से Èया अͧभĤाय है? ये ͩकस Ĥकार तैयार ͩकये जात ेहɇ? 
2. सूचकांकɉ को पǐरभाͪषत करत े हु ए èपçट कȧिजए ͩक सचूकाकं एक ͪवशेष Ĥकार के 

माÚय होते हɇ ।  
3. एक अÍछे सूचकाकं के Ĥमुख ल¢ण बताइए । 
4. ͩफशर का सूचकांक आदश[ सूचकाकं ͩकस Ĥकार माना गया है? समझाइए । 
5. सूचकांकɉ कȧ चार Ĥमुख ͪवशेषताऐं ͧलͨखए । 
6. सूचकांक कȧ रचना ͩकस Ĥकार कȧ जाती है? 
7. िèथर आधार और Įृंखला आधार सचूकांकɉ का अÛतर èपçट कȧिजए । 
8. समय और खÖड ĤǓतव×य[ता परȣ¢ाओं का वण[न कȧिजए । Èया एक अÍछे सूचकांक 

ɮवारा इन परȣ¢ाओं कȧ सÛतुिçट आवæयक है और Èयɉ? 

13.14 åयावहाǐरक Ĥæन  
1. समाÛतर माÚय तथा गणुो×तर माÚय का Ĥयोग करत ेहु ए 2001 को आधार मानकर 2002 

व 2003 के सूचकाकं बनाओ –  
 
 
 
 
 
 
 

(उतर ––– मूãयानपुातɉ का समा. माÚय = 100,115.8,143 
मुãयानपुातɉ का गणुो×तर माÚय = 100,115.9 142.2) 

2. Ǔनàन समंकɉ कȧ सहायता से जीवन Ǔनवा[ह लागत सूचकाकं बनाइये – 
वग[ 2007 का सूचकांक खच[ 
खाɮयान 
कपड़ा 
ईधन 
मकान 
ͪवͪवध 

550 
215 
220 
150 
275 

46% 
10% 
7% 
12% 
25% 

(संकेत : 37665 376.65)
100

IW
W

 


 

3. उपभोÈता मूãय सूचकांक कȧ रचना कȧिजए ।  

वèत ु 2001 2002 2003 
A 
B 
C 
D 
E 

10 
4 
15 
1 
20 

12 
4.5 
17.5 
1.2 
22 

15 
6 

22.5 
1.5 
23 
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 (उतर—157.8) 
4. Ǔनàनͧलͨखत समंकɉ से ͩफशर के आदश[ सचूकाकं कȧ रचना कȧिजए । 

 वèत ु  आधार वष[ चाल ूवष[ 
 
A 
B 
C 
D 

कȧमत कुल åयय कȧमत कुल åयय 
2 
4 
1 
5 

40 
16 
10 
25 

5 
8 
2 
10 

75 
40 
24 
60 

(उ×तर–––219.1) 
5. ͩफशर का आदश[ सचूकांक बनाइये –– 

वष[ चावल गेहू ं मÈका 
मूãय माğा मूãय माğा मूãय माğा 

2000 
2005 

4 
10 

50 
40 

3 
8 

10 
8 

2 
4 

5 
4 

यह भी ͧसƨ कȧिजए ͩक यह सूğ समय उ×Đाàयता एव ंत×व उ×Đाàयता परȣ¢ण परूा 
करता है । (उ×तर – 250) 

6. Ǔनàन सामĒी से 2003 का कȧमत सचूकांक बनाइए – 
(i) लाèपेयर रȣǓत ɮवारा, (ii) पाश रȣǓत से, (iii) डोरǒबश–बाउले रȣǓत से. 
(iv) माश[ल एजवथ[ सूğ से । 
वèत ु 2000  2005 
 
A 
B 
C 

कȧमत  माğ कȧमत  माğा 
8 
6 
4 

50 
10 
5 

20 
18 
8 

40 
2 
2 

(उ×तर––25.42, 250.6,252.4,252.7) 
7. ͩफशर का आदश[ सचूकाकं तैयार कȧिजए एव ंबताइये ͩक यह त×व उ×Đाàयता परȣ¢ण को 

संतुçट करता  

वग[ वग[ भार वग[ सूचकांक 
खाɮयान 
कपड़ा 
ईधन 
मकान 
ͪवͪवध 

61 
8.8 
6.4 
10.8 
13 

155.4 
146.1 
100 
203 
167.1 
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वèत ु 2000 2005 
P0 q0 p1 q1 

A 
B 
C 

16 
4 
2 

4 
3 
2 

30 
14 
6 

3.5 
1.5 
2.5 

(उ×तर–––213.9) 

13.15 कुछ उपयोगी पुèतकɅ   
1. सांिÉयकȧ के ͧसƨाÛत – शुÈल एव ंसहाय, साǑह×य भवन, आगरा । 
2. सांिÉयकȧ ͧसƨाÛत एव ंåयवहार – एस .पी.ͧसहं, एस. चाँद एÖड कàपनी, नई Ǒदãलȣ । 
3. सांिÉयकȧ के त×व – ͧसÛहा एव ंͧसÛहा, नेशनल पिÞलͧशगं हाउस, नई Ǒदãलȣ । 
4.  Ĥारिàभक सांिÉयकȧ – कÈकड़ एव ंबोहरा, टाटा मैÈयॉ Ǒहल पिÞलͧशगं कàपनी ͧल., नई 

Ǒदãलȣ  
5. Fundamentals of Statistics –– Vol.2, Ed.6,AM. Goon, M.K. Gupta & B. 

Dasgupta, The World Press Pvt. Calcutta, 1986. 
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इकाई : 14 ĤाǓयकता एव ंĤाǓयकता Ǔनयम (Probability 
and Probability Rules)  

इकाई कȧ Ǿपरेखा 
14.0 उƧेæय 
14.1 पǐरचय 
14.2 उɮगम एव ंͪवकास 
14.3 ĤाǓयकता का मह××व एव ंĤयोग 
14.4 पǐरभाषा 
14.5 सीमाएँ 
14.6 ĤाǓयकता कȧ अवधारणाएँ 
14.7 गणना कȧ तकनीकɅ  : Đमचय एव ंसंचय 
14.8 ĤाǓयकता का आकलन 
14.9 ĤाǓयकता आकलन के Ǔनयम 
14.10 संयोगानपुात 
14.11 कम से कम. एक घटना घटने कȧ ĤाǓयकता 
14.12 सीमाÛत ĤाǓयकता 
14.13 संयÈुत ĤाǓयकता 
14.14 सĤǓतबिÛधत ĤाǓयकता 
14.15 बेज़ Ĥमेय – ĤǓतलोम ĤाǓयकता 
14.16 याǺिÍछक चर, ĤाǓयकता बटंन एव ंĤ×याͧशत मूãय 
14.17 साराशं 
14.18 शÞदावलȣ 
14.19 èवपरख Ĥæन / अßयास 
14.20 आंͩकक Ĥæन 
14.21 उपयोगी पèुतकɅ  

14.0 उƧेæय : 
 इस इकाई के अÚययन के बाद आप इस योÊय हो सकɅ गे ͩक :– 

 ĤाǓयकता का उɮगम एव ंͪवकास, मह×व एव ंĤयोग, पǐरभाषा व सीमाऐं समझ सकɅ  । 
 ĤाǓयकता कȧ अवधारणाओं, गणना कȧ तकनीकɉ व ĤाǓयकता आकलन के बारे मɅ 

जानकारȣ ĤाÜत कर सके । 
 ĤाǓयकता आकलन के Ǔनयमɉ कȧ उदाहरणɉ सǑहत जानकारȣ ĤाÜत कर सकɅ  । 
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 संयोगानपुात. सीमाÛत एव ं संयÈुत ĤाǓयकता, ĤǓतलोभ ĤाǓयकता, याǺिÍछक चर व 
Ĥ×याͧशत मूãय के बारे मɅ जानकारȣ ĤाÜत कर सकɅ  । 

 ĤसामाÛय वĐ से ĤाǓयकता £ात कर सकɅ  तथा ĤसामाÛय वĐ आसंजन कर सकɅ  । 

14.1 पǐरचय (Introduction) 
अǓनिæचतता मानव जीवन का अͧभğ अंग है । दैǓनक जीवन के Ĥ×येक ¢ेğ मɅ 
अǓनिæचतताओं के मÚय मनçुय को अनेक Ǔनण[य लेने पड़त ेहɇ जैसे – ͧसÈका उछालने 
पर उसके पट (Head) ͬगरने कȧ संभावना 1/2 है, ͩकसी राजनǓैतक पाटȹ ͪवशेष 
ɮवारा 2/3 बहु मत ĤाÜत करने कȧ संभावना, आगामी अÛत[राçĚȣय ओलिàपक खेल–कूद 
मɅ भारत के हाँकȧ मɅ èवण[ पदक जीतने कȧ ĤाǓयकता, एक ͪवशेष ͨखलाड़ी ɮवारा ͪवæव 
टेèट मचै मɅ शतक पणू[ करने कȧ संभावना इ×याǑद । 
संभावना, सàमाͪवता अथवा ĤाǓयकता कȧ अवधारणा जीवन के Ĥ×येक पहल ू से 
सàबिÛधत होने के कारण काफȧ लोकͪĤय हो गई है । सांिÉयकȧ अथ[ मɅ ĤाǓयकता 
कोरा अटकल माğ या कोई भावनाãफ कथन नहȣ ंहै वरन ्इस धारणा का एक व£ैाǓनक 
आधार है िजससे ͩकसी घटना के घǑटत होने कȧ संभावना का माप होता है । 

14.2 उɮगम एवं ͪवकास (Origin and Development) 
ĤाǓयकता ͧसƨाÛत कȧ उ×पि×त एव ं ͪवकास सğहवी ंशताÞदȣ मɅ यरूोप के सटोǐरयɉ एवं 
जुआǐरयɉ ɮवारा कȧ इगई, िजÛहɉने भाÊयलêमी कȧ चचंलता से Ǔनराश होकर उस समय 
के Ĥͧसƨ गिÖÜतइग़Ʌ से सूत Đȧडा सàबÛधी समèयाओं के समाधान के ͧलए परामश[ 
लेना शुǾ ͩकया । इन गͨणत£ɉ ɮवारा हȣ ĤाǓयकता ͧसƨाÛत का Ĥादभुा[व हुआ । 
सव[Ĥथम जेरोम काड[न (Jerome Cardan 1501––1576) नामक इटलȣ के गͨणत£ 
ने ('Book on Games of Chance') शीष[क से एक पèुतक कȧ रचना कȧ । इसके 
पæचात ्इटलȣ के हȣ एक अÛय Ĥͧसƨ गͨणत£–गैͧ लͧलयो (Galileo1564–1642) ने 
पासा फɅ कने सàबÛधी समèयाओं के समाधान हेत ुĤाǓयकता का अंका×मक माप Ǒदया । 
परÛत ु ĤाǓयकता के गͨणतीय ͧसƨाÛत के सुåयविèथत और व£ैाǓनक आधार का 
ĤǓतपादन सğहवी ंशताÞदȣ के मÚय मɅ ĥांस के Ĥͧसƨ गͨणत£ Þलैज पाèकल (Blaise 
pascal 1623––1662) एव ं ͪपयर डी फरमैट (pierre de fermat: 1601–1665) 
ɮवारा ͩकया गया । इसी Ǒदशा मɅ िèवɪजरलैÖड के Ĥͧसƨ गͨणत£ जे. बनȾलȣ 
(j.Bernouli:1654–1705) ने अपनी पèुतक 'Ars Conjectandi' मɅ बनȾलȣ Ĥमेय 
एव ं उससे सàबÛध ͧसƨाÛतɉ का ͪववेचन ͩकया िजनका आधुǓनक ĤाǓयकता मɅ 
मह××वपणू[ èथान है । 
अठारहवी ं तथा उğीसवी ं शताÞदȣ मɅ अनेक ͪवɮवानɉ ɮवारा ĤाǓयकता ͧसƨाÛत के 
ͪवͧभÛन Ĥमेयɉ और मह××वपणू[ अवधारणाओं का ͪवकास ͩकया गया जैसे – टॉमस 
बेयज (Thomas Bayes:1702––1761) ने ĤǓतलोम ĤाǓयकता (Inverse 
Probaility) िजसे बेयज Ĥमेय (BayesTheorem) के नाम से जानत ेहɇ, ĥांͧससी 
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गͨणत£ ͪपयर साइमन डी लॉÜलेस (pierre–simpon De Laplace:1749–1827) ने 
ĤाǓयकता के ͬचर ĤǓतिçठत ͧसƨाÛत (Classical Theory of Probality) का 
ĤǓतपादन, रॉनेãड ए. ͩफशर (R.A.Fisher) ने ĤǓतदश[ समिçट कȧ अवधारणा का 
ͪवकास ͩकया । ĤाǓयकता के आधुǓनक ͧसƨाÛत का ĤǓतपादन Ǿसी गͨणत£ɉ – 
ͪवशेषत: चेǒबचेब (Chebychev: 1821–1894) ए. माकȾव (A.Markov:1856–1922) 
तथा ए.एन. कॉãमोगोरोव (A.N. Kolmogorov) ɮवारा ͩकया गया । 
 

14.3 ĤाǓयकता का मह××व एवं Ĥयोग (Importance and Uses of 
Probability) 
वत[मान मɅ ĤाǓयकता ͧसƨाÛत कȧ उपयोͬगता केवल ताश खेलने वालɉ, पासा फɅ कने 
वालɉ, जुआǐरयɉ तथा सटोǐरयɉ तक हȣ सीͧमत नहȣ ं है बिãक उन सभी ¢ेğɉ मɅ 
ĤाǓयकता ͧसƨाÛत मह××वपणू[ है जहाँ घटनाएँ अǓनिæचत होती हɇ और भͪवçय के ͧलए 
अनमुान लगाने होत ेहɇ । 
एमाइल बोरेले के अनसुार ''ĤाǓयकता–ͧसƨाÛत केवल अपने जÛमदाताओं–ताश खेलने 
वालɉ व पासा फɅ कने वालɉ के ͧलए हȣ Ǿͬच का ͪवषय नहȣ ंरहा है । आͪपत ुउन सभी 
काय[शील åयिÈतयɉ, उɮयोग के अÚय¢ɉ अथवा सेनाÚय¢ɉ के ͧलए मह××वपणू[ है 
िजनकȧ सफलता उͬचत Ǔनण[यɉ पर आͬĮत होती है ।ĤाǓयकता केवल बीमा–ͧसƨाÛत व 
सांिÉयकȧ मɅ हȣ नहȣ ंअͪपत ुभौǓतक शाèğ और Ĥाͨणशाèğ कȧ अनेक शाखाओं मɅ 
मह××वपणू[ है । Đॉजनडेन एव ं काउडेन के अनसुार, फाǓयकता×मक तक[  का Ĥयोग 
जुआ, बीमा, सैƨािÛतक भौǓतकȧ, Ĥाͨणशाèğ, अथ[शाèğ तथा ऐसे हȣ अनेक ¢ेğɉ मɅ 
ͩकया जाता है । Ǔनçकष[त: हम कह सकत ेहɇ ͩक अथ[शाèğ, åयवसाय ĤबÛधन, बीमा–
åयवसाय, ĤाकृǓतक व भौǓतक ͪव£ान, संयोग पर आधाǐरत Đȧडाओं आǑद से 
सàबिÛधत Ǔनण[य ĤाǓयकता ͧसƨाÛत के आधार पर हȣ ͧलए जात ेहɇ । 
कौने व कȧͪपगं के अनसुार 'ĤाǓयकता ͧसƨाÛत आधुǓनक गͨणत कȧ अ×यÛत रोचक 
शाखाओं मɅ से एक है और £ान के अनेक ¢ेğɉ मɅ अनĤुयोगɉ के ͧलए मह××वपणू[ है । 
Ĥयोग (Uses) 

1. सैƨािÛतक आविृ×त बटंन के Ĥयोग 
2. संयोग के खेल व दाँव लगाने का आधार 
3. दȣघ[कालȣन औसत 
4. सांिÉयकȧ Ǔनव[चन मɅ अनĤुयोग 
5. Ǔनदश[न ͧसƨाÛत का आधार 
6. सांिÉयकȧ Ǔनण[यन ͧसƨाÛत का आधार 
7. ĤाǓयकता तुलना×मक Ǔनण[यन मे सहायक 
8. आͬथ[क एव ंåयवसाǓयक Ǔनण[यɉ मɅ Ĥयोग  
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14.4 पǐरभाषा (Definitions)  
साधारण शÞदɉ मɅ 'ĤाǓयकता ͩकसी अǓनिæचत घटना के घǑटत होने या न होने के 
सàबÛध मɅ हमारȣ Ĥ×याशा का माप है । '' 
लाÜलेस के अनसुार 'ĤाǓयकता अनकूुल घटनाओं का समान सàभाͪवत वालȣ समèत 
घटनाओं के साथ अनपुात है।“ 
यǑद अनकूुल पǐरिèथǓतयɉ को P ɮवारा, ĤǓतकूल पǐरिèथǓतयɉ को q ɮवारा एव ंकुल 
पǐरिèथǓतयɉ को n ɮवारा अͧभåयÈत करɅ तब, ͩकसी घटना के घǑटत होने कȧ 

ĤाǓयकता   pp E
n
या
 

p
p q

 अथवा इसी Ĥकार ͩकसी घटना के न घटने कȧ 

ĤाǓयकता अथवा 
अनुकूल पǐरिèथǓतयाँ
कुल पǐरिèथǓतयाँ  Ĥकार ͩकसी घटना के न घटने कȧ ĤाǓयकता = q

n
  

अǓनͧशचतता ͩक िèथǓत मɅ ͩकसी घटना (E) के घटने के ĤाǓयकता O से 1 के मÚय 
होती हɇ जबͩक कोई घटना Ǔनͧशचत Ǿप सɅ घटेगी तो उसकȧ ĤाǓयकता 1एव ंयǑद वह 
घटना Ǔनͧशचत Ǿप सɅ नहȣं घटेगी तब उसकȧ ĤाǓयकता O होगी। 

14.5 सीमाएँ (Limitations)  
1. पारभीषा मɅ सम–ĤाǓयक (equally likely), समान सàभाͪवता वालȣ या समान Ǿप से 

घǑटत होने वालȣ िèथǓतया ँसदैव संभव नहȣ ंहोती । 
2. इस पǐरभाषा कȧ उपयोͬगता वहा ँसमाÜत हो जाती है जहा ँसंàभाåय िèथǓतयɉ कȧ कुल 

संÉया £ात करना अǓनिæचत हो । 
3. यǑद घटना के पǐरणाम अपǐरͧमत और अǓनिæचत हो तो उनकȧ गणना संभव नहȣ ंहै । 
4. िजन ͪवषयɉ के सàबÛध Ǔनण[य Ǔनͧशचत Ǿप से ͧलए जा सकत े हɇ, उन ͪवषयɉ मे 

ĤाǓयकता ͧसƨाÛत का Ĥयोग ħामक Ǔनçकष[ देता है, जैसे – भारत मɅ 15 से 25 वष[ कȧ 
आय ुके लोगɉ मɅ से आधे पǾुष हɇ आधी िèğया ँ। एक åयिÈत िजसकȧ आय ु20 वष[ है का 
नाम x है । उसके èğी या पǾुष होने कȧ संभावना Èया हे? ĤाǓयकता ͧसƨाÛत के अनसुार 
1/2 है । परÛत ुवाèतव मɅ वह या तो पǾुष हो सकता है या èğी । 

14.6 ĤाǓयकता ͩक अवधारणाएँ (Approaches / Concepts of 
 Probability) 
ĤाǓयकता कȧ Ǔनàनͧलͨखत अवधारणाऐं हɇ 
1. ͬचर ĤǓतिçठत अवधारणा अथवा गͨणतीय या पवू[वतȸ ĤाǓयकता (Classical 

Approach of Probability or Mathematical or a priori Probability) 
2. ĤयोगाͬĮत या सापे¢ आविृ×त अवधारणा अथवा आनभुͪवक या सांिÉयकȧय 

ĤाǓयकता  
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3. (Empirical or Relative Frequency approach or statistical 
Probability) 

4. åयिÈतपरक अवधारणा (Subjective Approach) 
ĤाǓयकता कȧ ͬचरĤǓतिçठत अवधारणा (Classical Approach to Probability) 
यह ĤाǓयकता कȧ सबसे Ĥाचीन एव ंसरल अवधारणा है । आज भी इस अवधारणा. का 
मह××व ĤाǓयकता के मूलभूत ͧसƨाÛतɉ को समझने मɅ और पǐरकलन करने मɅ Ïयɉ का 
×यɉ बना हुआ है । इस ͪवचारधारा के Ĥणेता लाÜलेस के अनसुार ''अनकूुल घटनाओं कȧ 
संÉया का समान Ǿप से सàभाͪवत समèत घटनाओं कȧ कुल संÉया से अनपुात कȧ 
ĤाǓयकता है' उदाहरण के ͧलए एक ͧसÈके को उछालने पर उसके ͬच×त ͬगरने कȧ 
ĤाǓयकता । यहा ँͬच×त या पट ͬगरने कȧ समान संभावना है ͬच×त ͬगरने कȧ ĤाǓयकता 
भी 1/2 है और पट ͬगरने कȧ ĤाǓयकता भी 1/2 है । यह वाèतव मे समान Ǿप से 
संभाåय वालȣ माÛयता के कारण हɇ, Èयɉͩक ͧसÈका या तो ͬच×त ͬगर सकता है या 
पट। यह समान Ǿप से सàभाåय कȧ ͪवचारधारा दैव Ǔनदश[न ͪवͬध पर आधाǐरत है । 
इसमɅ Ĥ×येक इकाई कȧ ĤǓतदश[ मɅ चुने जाने कȧ संभावना समान मानी जाती है । 
ĤाǓयकता कȧ ĤयोगाͬĮत अवधारणा (Subjective Approach to Probability) 
ĤयोगाͬĮत अवधारणा Ǔनगमना×मक तक[  पर नहȣ ं बिãक आनभुͪवक संमकɉ तथा 
वत[मान परȣ¢णɉ पर आधाǐरत है । इस अवधारणा को मानने वाले ͪवɮवानɉ का मत है 
ͩक 'समान Ǿप से संभाåय वालȣ माÛयता सदैव उͬचत नहȣ ं होती है । अत: इस 
ͪवचारधारा के अनसुार ĤाǓयकता का पǐरकलन ĤयोगाͬĮत अवधारणा अथा[त ्आनभुͪवक 
पǐरणामɉ ɮवारा आनपुाǓतक आविृ×त के आधार पर होना चाǑहए । 
उदाहरण: ͩकसी ͧसÈके के ͬच×त ͬगरने कȧ ĤाǓयकता कȧ गणना के ͧलए उसको कई 
बार उछालत ेहɇ तथा बार–बार ͬगरने के पǐरणामɉ को ͧलख लेत ेहɇ, अब यǑद ͧसÈका 
100 बार उछालने पर 60 बार ͬच×त आता है जो इस अवधारणा के अनसुार अगलȣ 

'उछाल मɅ ͬच×त ͬगरने कȧ ĤाǓयकता 60 0.6
100

  होगी । 

ĤाǓयकता कȧ åयिÈतपरक अवधारणा (Subjective Approach to Probability) 
यह अवधारणा उन पǐरिèथǓतयɉ मɅ उपयÈुत होती है जहा ँ ĤाǓयकता के अनमुान 
उपलÞध न हो सकɅ  अथा[त न तो पवू[ ĤाǓयकता सàबÛधी Ǔनगमन तक[  के Ǔनयम लाग ू
हɉ और न हȣ घटना के घǑटत होने के सàबÛध मɅ अͧभĤयोग ͩकए जा सकɅ  । 
उदाहरणाथ[ – अगले चुनावी मɅ राम व æयाम मɅ सɅ कौन जीतेगा तो यहा ँवèतुपरक 
ĤाǓयकता के Ǔनयम लाग ूनहȣ ंͩकए जा सकत ेÈयɉͩक उसके अनसुार तो राम के जीतने 
कȧ ĤाǓयकता 1/2 एव ंæयाम के जीतने कȧ ĤाǓयकता 1/2 अथा[त बराबर है । दसूरȣ 
ओर ĤयोगाͬĮत अवधारणा के अनसुार यह संभव नहȣ ं है ͩक राम व æयाम दोनɉ को 
50–100 बार चुनाव मɅ खड ेहोकर जीतना–हारना होगा उसके बाद हȣ जीत कȧ आविृ×त 
Ǔनकालȣ जाए । इÛहȣ ं वजहɉ से ऐसी पǐरिèथǓतयɉ मɅ जब समान संभावना वालȣ 
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माÛयता लाग न हो एव ंĤयोग करना संभव न हो तब इस åयिÈतपरक अवधारणा का 
Ĥयोग करत ेहɇ । इसमɅ åयिÈतगत जानकारȣ व ͪवचार के आधार पर ĤाǓयकता Ǔनकालȣ 
जाती है ।  
ĤाǓयकता कȧ पǐरभाषा, अवधारणाऐं, मह×व हम अब तक जान चुके हɇ । अब ĤाǓयकता 
कȧ गणना कैसे कȧ जाती है यह सीखɅगे ।  

14.7 गणना कȧ तकनीकɅ  : Đम एवं संचय (Counting 
 Techniques: Permutation and Combination)  

Đमचय (Permutations) 
दȣ गई Ǔनिæचत वèतुओं का Ǔनिæचत Đम मɅ ͪवÛयास (Arrangement) Đमचय 
कहलाता है । 'Đमचय' से ता×पय[ उन समèत Đमɉ से हɇ िजनमɅ हम दȣ हु ई वèतुओं 
(n) मɅ से कुछ (r) या सभी वèतुओं को एक साथ लेकर ͪवÛयाͧसत (Arrange) कर 
सकत ेहɇ । ' 
 
इस Ĥकार जहाँ Đम (Order), कोǑट (Rank) Ēेड (Grade) मह××वपणू[ होत ेहɇ, वहȣ ं
Đमचय कȧ गणना कȧ जाती है । जैसे तीन परुसकɉ x,y,z के Đमचय इस Ĥकार हɉगे 
– 

 
Đमचय से सàबिÛधत Ĥमुख सूğ Ǔनàनͧलͨखत हɇ – 
ͪवͪवध वèतुओं n मɅ से कुछ वèतुओं (r) को एक बार मɅ लेकर बनने वाले Đमचयɉ 

कȧ संÉया सूğ 
 

!
!

n
r

np
n r




  

n! पहलȣ n संÉयाओं का सतत ्गणुनफल है जैसे n=6! हो तो 
6! 6 5 4 3 2 1 720        
0! = 1 होता है । 

(ii) n ͪवͪवध वèतुओं मɅ से समèत वèतुओं को एक साथ लेकर बनने वाले Đमचयɉ कȧ 
संÉया !n

np n  होगी ।  
उदाहरण 1 
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सात èथानɉ वाले एक रेल के ͫडÞबे मɅ 5 याğी घसुते हɇ, वे ͩकतने तरȣकɉ से बठै सकत े
हɇ?  

हल: n= 7, r = 5 : n
rp   7

5p  7! 2520
2!
  तरȣके  

उदाहरण : 2 
शÞद TRIANGLE' के सभी अ¢रɉ मɅ ͩकतने Đमचय बन सकत ेहɇ । (अ) एक समय 
मɅ सभी अ¢रɉ को लेकर (ब) एक समय मɅ 3 अ¢रɉ को लेकर (स) एक समय मɅ 
सभी अ¢र लेकर यǑद T सदा आरàभ मɅ आये और E सदा अÛत मɅ । 
हल: TRIANGLE' शÞद मɅ 8 ͪवͧभÛन अ¢र हɇ । 

(अ) सभी आठ अ¢रɉ को लेकर 8
8 8!p   अथा[त 40320 Đमचय बनɅगे । 

(ब) तीन अ¢र लेकर 8
3

8!
5!

p   = 336 Đमचय बनɅगे ।  

(स) सभी आठ अ¢रɉ को लेकर लेͩकन T से शुǾ होकर और 8 पर समाÜत 
होने वाले Đमचयɉ कȧ संÉया इस Ĥकार £ात कȧ जायेगी – 

'T' सदा आरàभ मɅ और 'E' सदा अÛत मɅ रहेगा । 
शेष 8 –2=6 अ¢रɉ के 6

6 6!p  =720 Đमचय बनɅगे । 
उदाहरण : 3 

2,3,6,0,8,4 अंकɉ से 6 अंकɉ वालȣ कुल ͩकतनी संÉयाऐं बनाई जा सकती 
हɇ? 

 
हल : 6 ͪवͧभÛन अंक Ǒदये हु ए हɇ और उनसे 6,6 अंकɉ कȧ संÉयाऐं बनानी हɇ । अत: 

6 अंकɉ, वालȣ राͧशयɉ कȧ संÉया 
6

6 6! 720p    संÉयाओं मɅ ऐसी संÉयाएं 
भी सिàमͧलत हɇ जो शूÛय (0) मɅ आरàभ होती हɇ और ऐसी संÉयाऐ वाèतव 
मɅ 5 अंकɉ कȧ संÉयाएं हɇ । ये संÉयाएं कुल 5

5 5! 120p    हɇ जो ͩक 
720 से सिàमͧलत हɇ अत: 6 अंकɉ वालȣ राͧशयɉ कȧ वाèतͪवक संÉया 
6

6 600p   होगी । 
(iii) nवèतुओं मɅ से यǑद l एक Ĥकार कȧ q दसूरे Ĥकार कȧ तथा r तीसरे Ĥकार 

कȧ हɉ तो कुल åयवèथाऐं अथवा Đमचय हɉगे । !
! ! !
n

p q r
 

उदाहरण. 4 
Ǔनàनͧलͨखत शÞदɉ के अ¢रɉ को ͩकतने Ĥकार से åयविèथत ͩकया जा सकता 
है ।  
(i) STATISTICS (ii) COMMITTEE 
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हल: (i) STATICS शÞद मɅ कुल 10 अ¢र हɇ िजनमɅ 3 'S' 3'T',2 'I' हɇ और 
शेष अ¢र अलग–अलग हɇ । अत: Đमचयɉ कȧ संÉया हɇ – 

! 10! 50,400
! ! ! 3!3!2!
n

p q r
   

(ii) COMMITTEE शÞद मɅ 2 'M' 2 'T', 2 'E' कुल तथा शेष अ¢र 
अलग–अलग हɇ । अत: Đमचयɉ कȧ संÉया है 

9! 45360
2!2!2!

  

अब हम गणना कȧ दसूरȣ तकनीक संचय' के बारे मɅ पढ़Ʌगे । 
संचय (Combination) 

Đम को Úयान मɅ न रखत ेहु ए Ǔनिæचत वèतुओं के वगȾ या चयनɉ को संचय कहत ेहɇ 
। दसूरे शÞदɉ मɅ, दȣ गई वèतुओं मɅ से कुछ अथवा सबको लेकर िजतने ͪवͧभÛन 
चुनाव ͩकए जा सकत ेहɇ अथवा िजतने ͪवͧभÛन समहू बन सकत े है, वे संचय हɇ । 
संचय के साथ समूह (Group), चयन (Selection) आǑद शÞद जुड़ ेरहत ेहɇ । 
ABऔर BA एक हȣ संचय हɇ, Èयɉͩक इन दोनɉ मɅ एक हȣ त×व ͪवɮयमान है, जबͩक 
ये दो अलग–अलग Đमचय हɇ । इस Ĥकार संचय मɅ Đम मह×वपणू[ नहȣ ंहोता है । 
संचय संबधंी मह××वपणू[ सूğ इस Ĥकार है – 

(i) n असमान वèतुओं मɅ से त r वèतुएँ लेकर बनने वाले कुल सचंय (समूह) 
n

rC .......... अथा[त 
 

! 1
! !

n
n r r




 0! =1 

(ii) n असमान वèतुओं मɅ से सभी n वèतुओं को साथ लेकर बनने वाले संचय n
nC  

अथा[त ् 2
13
m

    
 

! ! 1
! ! 0! !

n n
n n n n

 


 

 
उदाहरण : 5 

6 गͨणत£ɉ एव ं7 ͬचͩक×सकɉ मɅ से 2 गͨणत£ɉ एव ं3 ͬचͩक×सकɉ कȧ एक 
सͧमǓत बनानी है । यह सͧमǓत ͩकतने Ĥकार से बनाई जा सकती है? 

हल: 6 गͨणत£ɉ मɅ से 2 का चुनाव 6
2C  Ĥकार से ͩकया जा सकता हे एव ं7 

ͬचͩक×सकɉ मɅ से 3 का चुनाव 7
3C  Ĥकार से ͩकया जा सकता हे, अत: 

गͨणत£ɉ एव ंͬचͩक×सकɉ के चुनाव के कुल तरȣके 
= 6

2C  7
3C  

6 5 7 6 5
2 1 3 2 1
x x x
x x x

   

15 35 525x   
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(iii) n असमान वèतुओं मɅ से r वèतुओं को लेकर बनाये गये संचय जबͩक x 
वèतुएँ सदैव चुनी जायɅ ।  

n x
r xC
  

उदाहरण : 6 
15 ͩĐकेट ͨखलाͫड़यɉ मɅ से एक 11 सदèयी ͩĐकेट टȣम ͩकतने तरȣकɉ से 
छाँटȣ जा सकती है यǑद (क) एक ͪवͧशçट ͨखलाड़ी को सदा शाͧमल करना हो 
(ख) एक ͪवͧशçट ͨखलाड़ी को टȣम मɅ कोई èथान न देना हो? 
नोट: एव ं(and) के ͧलए गणुा (x) तथा (or) के ͧलए योग (+) करɅ । 

हल: (क) 15 ͨखलाͫड़यɉ मɅ से 11 चुनने हɇ ͩकÛत ुएक åयिÈत ͪवशेष को अवæय 
शाͧमल करना है । एक ͨखलाड़ी को टȣम मɅ लेने के बाद 14 मɅ से 10 का हȣ 
चुनाव करना है िजसके कुल तरȣके  

 
14

10
14! 14 13 12 11 1001

14 10 !10! 4 3 2 1
x x xC
x x x

  


 

(ख) 15 ͨखलाͫड़यɉ मɅ से 1 ͪवशेष ͨखलाड़ी को सदा छोड़ देना है । इस Ĥकार 
14 मɅ से 11 छाँटने हɇ िजसके कुल तरȣके – 

 
14

11
14! 14 13 12 364

14 11 !11! 3 2 1
x xC
x x

  


 

उदाहरण : 7 
एक थैले मɅ 5 कालȣ, 3 सफेद ओर 2 लाल गɅदे हɇ । बताइये ͩकतने तरȣकɉ से 
(क) गɅदे Ǔनकालȣ जा सकती हɇ । 
(ख) सफेद गɅदे Ǔनकालȣ जा सकती है । 
(ग) कालȣ और 2 सफेद गɅदे Ǔनकालȣ जा सकती हɇ । 
(घ) Ĥ×येक रंग कȧ एक–एक गɅद Ǔनकालȣ जा सकती है । 
हल : (क) कुल 5+3+2=10 गɅदɉ मɅ से 3 गɅदे 10

3C  तरȣकɉ अथा[त ् 

 
10! 10!

10 3 !3! 7!3!
 


120 तरȣकɉ से Ǔनकालȣ जा सकती है । 

(ख) 2 सफेद गɅदɅ 3 सफेद गेदɉ मɅ 3
2C  = 3 तरȣकɉ से Ǔनकल सकती हɇ । 

(ग) 3 कालȣ गɅदɅ Ǔनकालने के तरȣके = 5
3C  

2 सफेद गɅदɅ Ǔनकालने के तरȣके 3
2C  

3 कालȣ और 2 सफेद गɅदɅ चुनने के तरȣके 5 3
3 2C C   

10 3 30    
(घ) तीनɉ रंग कȧ एक–एक गɅद अथा[त ्1 कालȣ, 1 सफेद और 1 लाल गɅद के 

Ǔनकाले जाने के तरȣकɉ कȧ संÉया – 
5 3 2

1 1 1C C C   
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5 3 2 30     
(iv) सभी सàभाåय संचयɉ कȧ कुल संÉया 2 1n   होती है । n वèतओंु मɅ से कुछ या 

सभी वèतुओं को लेकर बनने वाले संचयɉ कȧ संÉया इस Ĥकार £ात कȧ जाती है 
। Ĥ×येक वèत ुचुनने के दो तरȣके हɇ, या तो वह चुनी जा सकती है या छोड़ी जा 
सकती है और Ĥ×येक वèत ुके 2 तरȣकɉ से अÛय वèतुओं के 2 तरȣके सàबƨ हɇ 
इस Ĥकार Ĥ वèतुओं को चुनने के तरȣकɉ कȧ कुल संÉया 2 2 2.....n   अथा[त ्
2n होगी, लेͩकन इसमɅ एक ऐसी पǐरिèथǓत भी शाͧमल है िजसमɅ Ĥ×येक वèत ुको 
छोड़ Ǒदया जाये, अत: कुल संचयɉ कȧ संÉया 2 1n   होगी । 

वकैिãपक रȣǓत 1 2 3 4..... 2 1n n n n n n
nC C C C C       

उदाहरण : 7 
एक åयिÈत के 6 ͧमğ हɇ । 6 ͧमğɉ मɅ से एक अथवा अͬधक को भोज पर ͩकतने 
तरȣकɉ से बलुाया जा सकता है?  
हल: 6 6 6 6 6 6

1 2 3 4 5 6C C C C C C      

6 15 20 15 6 1 63        
वकैिãपक ͪवͬध 2 1n   

62 1 63   
(v) वèतुओं मɅ से िजनमɅ कुछ समान हो, कुछ को लेकर बनने वाले सचंय एवं 

Đमचयɉ कȧ संÉया संचय n
rC  

Đमचय !n n
r rp C r    

(vi) n असमान वèतुओं मɅ से r को एक साथ लेकर बने सचंयɉ कȧ संÉया जबͩक p 
ͪवशेष वèत ुͩकसी भी समूह मɅ नहȣ ंलेनी हɉ – 

14.8 ĤाǓयकता का आकलन (Calculation of Probability) 
ĤाǓयकता का आकलन हर Ĥकार कȧ घटनाओं के ͧलए अलग–अलग तरȣकɉ से ͩकया 
जाता है । घटनाऐं Ǔनàनͧलͨखत Ĥकार कȧ होती हɇ :– 

1. सरल एव ंसंयÈुत घटनाऐं (Simple and Compound Events) 
2.  èवतंğ एव ंसंयÈुत घटनाऐं (Independent and Dependent Events) 
3.  परèपर अपवजȸ घटनाऐं (Mutually Exclusive Events) 
4.  जब घटनाएँ परèपर अपवजȸ न हɉ (Not Mutually Exclusive Events) 
5.  समान Ǿप से घटने वालȣ घटनाऐं (Equally likely Events) 

अब हम इन सभी घटनाओं को ͪवèतार से समझɅगे । 
1. सरल एव ंसंयÈुत घटनाऐं (Simple and Compound Events) 

जब एक समय मɅ केवल एक हȣ घटना के घǑटत होने कȧ ĤाǓयकता £ात करनी हो 
तो वह सरल घटना कहलाती है । जैसे  
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ताश कȧ गɬडी से एक बेगम Ǔनकालना 
4

52
   

एक पासे को उछालने पर 3 आने कȧ ĤाǓयकता 1
6

  

इसके ͪवपरȣत दो या दो से अͬधक घटनाएँ एक साथ घटती हɇ तो उनके संयÈुत 
Ǿप से घǑटत होने को संयÈुत घटना कहत े हɇ । जैसे – 2 ͧसÈके एक साथ 
उछालना, 3 पासे. एक साथ फɅ कना। 

2. èवतंğ एव ंआͬĮत घटनाएँ (Independent and Dependent Events) 
संयÈुत घटनाऐं परèपर èवतंğ हो सकती हɇ या आͬĮत । जब दो घटनाओं का 
Ĥभाव एक दसूरे पर नहȣ ंपड़ता है तो वे èवतंğ घटनाऐं कहलाती हɇ । 
सांकेǓतक Ǿप मɅ, p (A and B) = p (A)p (B) 

जैसे : एक गɬडी मɅ से एक लाल रंग का ताश Ǔनकालने कȧ ĤाǓयकता 26
52

 है । इस 

प×त ेको गɬडी मɅ रखकर इस बार काला प×ता आने कȧ ĤाǓयकता 26
52

 होगी । इस 

Ĥकार दो बार प×तɉ को Ǔनकालना èवतंğ घटनाऐं हɇ, अथा[त ्दोनɉ घटनाओं ने एक 
दसूरे कȧ ĤाǓयकता को Ĥभाͪवत नहȣ ंͩकया है । 
आͬĮत घटनाएँ वे होती हɇ, िजनमɅ से एक घटना घटने का Ĥभाव दसूरȣ के घǑटत होने 
पर पड़ता है ओर ĤाǓयकता पवू[वत नहȣ ंरहती है । 
सांकेǓतक Ǿप मɅ, P (A and B) =p (A) x p (B/A*) 
यहा ँ(B/A) का आशय (Probability Of B given A है । 

(1) Probability of (A/B) अथा[त A given B  
 

p AB
p B

   

(2) probability of (B/A) अथा[त ्B given A  
 

p AB
p A

  

जैसे. 52 प×तɉ कȧ ताश कȧ गɬडी मɅ से लाल प×ता Ǔनकालने कȧ ĤाǓयकता 26
52

 है, 

परÛत ुलाल प×ता Ǔनकालने के बाद उसे गɬडी मɅ रखे ǒबना हȣ दसूरȣ बार एक प×ता 

Ǔनकाला जाये तो अब प×ता खींचे जाने कȧ ĤाǓयकता 26
51

 हो जाएगी । इस Ĥकार कȧ 

संभावना को ĤǓतबिÛधत ĤाǓयकता (Condition Probabilty) भी कहत ेहɇ ।  
èवतंğ तथा आͬĮत घटनाओं कȧ ͧमͬĮğ ĤाǓयकता £ात करने के ͧलए गणुन –Ĥमेय का 
Ĥयोग ͩकया जाता है गणुन Ĥमेय को आगे समझाया गया है। 
उदाहरण : 8 
52 प×तɉ कȧ ताश कȧ गɬडी मɅ एक प×ता Ǔनकाला व उसका रंग देखकर वाͪपस ͧमला 
Ǒदया, अब दबुारा एक प×ता Ǔनकाला । दोनɉ प×तɉ के ͬचड़ी के होने कȧ ĤाǓयकता £ात 
करɅ । 
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हल: पहलȣ बार मɅ ͬचड़ी का प×ता एव ंदसूरȣ बार मɅ ͬचड़ी का प×ता आने कȧ ĤाǓयकता 
£ात कराई है, Èयɉͩक प×ता वापस रख Ǒदया जाता है, अत: यह Ĥæन èवतंğ घटनाओं 
का है । 

13 13 1
52 52 16

p x   

उदाहरण : 9 
एक ढेर मɅ 20 इकाइया ँहɇ िजनमɅ से 6 दूͪ षत हɇ । इस ढेर मɅ से एक–एक करके ǒबना 
वापस रखे हु ए 3 इकाइया ँ Ǔनकालȣ गई । ĤाǓयकता £ात कȧिजए ͩक सभी इकाइया ँ
अदूͪ षत थी । 
हल : कुल इकाइया ँ= 20 

दूͪ षत = 6 
अदूͪ षत = 14 

पहलȣ बार अदूͪ षत इकाई चुनने कȧ ĤाǓयकता = 14
20

 

दसूरȣ बार अदूͪ षत इकाई चुनने कȧ ĤाǓयकता 13
19

 (ǒबना वापस रखे) 

तीसरȣ बार अदूͪ षत इकाई चुनने कȧ ĤाǓयकता 12
18

  (ǒबना वापस रखे) 

अत: वांǓछत ĤाǓयकता पहलȣ, दसूरȣ एव ंतीसरȣ बार अदूͪ षत इकाई चुनने कȧ 

 
14 13 12 91
20 19 18 285

x x   

3. परèपर अपवजȸ घटनाएँ (Mutually Exclusive Events) 
जब दो घटनाऐं एक साथ नहȣ ंघट सकती हɇ तो परèपर अपवजȸ कहा जाता है । इसमɅ 
से एक घटना का घǑटत होना दसूरȣ घटना को घटने से रोक देता है । जैसे – एक 
ͧसÈका उछालने पर वह या तो ͬच×त या पट । वह दोनɉ तरह से एक साथ नहȣ ंͬगर 
सकता है । अत: ͬच×त ͬगरना और पट ͬगरना परèपर अपवजȸ घटनाऐं हɇ । 
सांकेǓतक Ǿप मɅ, यǑद A व B परèपर अपवजȸ घटनाऐं हो तɉ 
      p AorB p A p B   
परèपर अपवजȸ घटनाओं मɅ ĤाǓयकता योग Ĥमेय* ɮवारा पǐरकͧलत कȧ जाती हɇ  
*योग Ĥमेय को आगे समझाया गया हɇ। 

 Ǔनàन ͬचğ से परèपर अपवजȸ घटनाओं का अथ[ èपçट हो जायेगा ।  

 
ͬचğ परèपर अपवजȸ घटनाएँ – असंयÈुत समुÍचय 

उदाहरण : 10 
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एक थैले मɅ 8 गɅदɅ लाल रंग कȧ, 5 गɅदे काले रंग कȧ, 7 गɅदे नीले रंग कȧ 
और 7 गɅदे सफेद रंग कȧ हɇ, यǑद 1 गɅद को थैले से आँख बदं करके Ǔनकाला 
जाता है तो Ĥायͩकता बताइए– 
अ. उस गɅद के कालȣ होने कȧ 
ब. उस गɅद के नीला या लाल होने कȧ 
स. उस गɅद के सफेद न होने कȧ 
द. उस गɅद के लाल या काला या नीला या सफेद होने कȧ 

हल : अ. गɅद के कालȣ होने कȧ ĤाǓयकता 
5

27
  

ब. गɅद के नीला या लाल होने कȧ ĤाǓयकता  
     p BorR p Blue p Red   

7 8 15 5
27 27 27 9

    

स. गɅद के सफेद न होने कȧ ĤाǓयकता 

  7 201 1
27 27

p W     

द. गɅद के लाल या नीला, या काला या सफेद होने कȧ ĤाǓयकता 
        p R P B P B P W    

 
8 5 7 7 27 1

27 27 27 27 27
      

जब घटनाएँ परèपर अपवजȸ न हɉ (Not Mutually Exclusive Events) 
घटनाएँ परèपर अपवजȸ तब नहȣ ं कहȣ जाती जब उनमɅ कोई समान अवयव 
(Commonelement) हɉ अथा[त ्जब दो घटनाओं A व B मɅ से या तो A या B 
दोनɉ घट सकती हɇ तो वे पणू[ Ǿप से अपवजȸ नहȣ ंकहलाती हɇ । इस िèथǓत मɅ 
ĤाǓयकता योग Ĥमेय के संशोͬधत Ǿप से £ात कȧ जाती है । इसमɅ दोनɉ घटनाओं के 
समान अवयव को ĤाǓयकता के योग मɅ से घटा Ǒदया जाता है । 
P (A या B) =P (A)+p (B) – p (A and B) 
समुÍचय ͧसƨाÛत (Set Theory) के संकेतɉ के Ǿप मɅ – 
       P A B P A p B P A B      

 
ͬचğ =p (A) +p (B) – p (A&B) 

दो से अͬधक ऐसी घटनाओं मɅ जो ͩक परèपर अपवजȸ न हो, मɅ भी योग Ĥमेय का 
संशोͬधत Ǿप लाग ूकरके ĤाǓयकता £ात कȧ जाती है । 
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P (A या B या C) =P (A) +P (B) +P (C) – P (A&B) – P (A&C)– P 
(B&C)+P (A&B&C) समुÍचय के Ǿप मɅ 
       P A B C P A p B P C   

     p A B p B C P A B C        
उदाहरण :11 
यǑद दो पासे एक साथ फɅ के जात ेहɇ तो यह ĤाǓयकता £ात कȧिजए ͩक अंकɉ का जोड़ 
न तो 7 है न 12 
हल. 7 के जोड़ को A ɮवारा तथा 12 के जोड़ को B संकेत ɮवारा दशा[या गया है 
। 

दो पासɉ के फɅ कने पर संभाͪवत कुल पǐरणाम 6X6=36 हɇ । 
7 का जोड़ याǓन A घटना के अनकूुल पǐरणामɉ कȧ संÉया = 6 
(1,6), (2,5), (3,4), (4,3), (5,2), (6,1) 
12 का जोड़ याǓन B घटना के अनकूुल पǐरणामɉ कȧ संÉया = 1 
(6, 6)  

7 का जोड़ आने कȧ ĤाǓयकता = 6( )
36

p A   

12 का जोड़ आने कȧ ĤाǓयकता 1( )
36

p B    

7 का जोड़ व 12 का जोड़ न आने कȧ ĤाǓयकता  1 p A B    

    1 p A p B   
6 1 291

36 36 39
      

 

उदाहरण. 12 
एक लाटरȣ के 50 Ǒटकटɉ पर 1 से 50 तक के अंक ͧलखे हु ए हɇ, एक Ǒटͩकट दैव 
ͪवͬध से चुना 4 गया । उस Ǒटͩकट के 5 या 6 से गुͨ णत होने कȧ Èया ĤाǓयकता है? 
हल : 50 संÉयाओं मɅ से 5 से गुͨ णत संÉयाऐं (5,10,15,20,25,30,35,40,45,50) 
अथा[त ् अनकूुल पǐरिèथǓतया ँ = 10 एव ं कुल पǐरिèथǓतया ँ 50 अत: ĤाǓयकता =

10 1
50 5

    

6 से गुͨ णत संÉयाऐं (6,12,18,24,30,36,42,48,) अत: कुल अनकूुल पǐरिèथǓतया ँ
8  

अत: ĤाǓयकता 
8

50
  

लेͩकन 1 से 50 तक संÉयाओं मɅ से 5 से गुͨ णत या 6 से गुͨ णत संÉया का होना 
परèपर अपवजȸ घटनाएँ (MutuallyExclusive Events) नहȣ ंहɇ, Èयɉͩक इसमɅ 30 
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का अंक समान अवयव (Common Element) हɇ जो 5 व 6 दोनɉ से हȣ गुͨ णत है 
। अत: वांǓछत ĤाǓयकता – ĤाǓयकता (घटना अ या ब घटने कȧ) 
= (घटना अ कȧ ĤाǓयकता + घटना कȧ ĤाǓयकता – घटना अ ब कȧ ĤाǓयकता) 

10 8 1 17
50 50 50 50

     

5. समान Ǿप से घटने वालȣ घटनाएँ (Equally Likely Events) 
वे घटनाऐं जो दȣघ[कालȣन एव ंबहु आवत[ अवसर मɅ एक दसूरे के समान घǑटत हɉ, 
जैसे– एक अनͧभनत (Unbiased) ͧसÈके अथवा पासे के फɅ के जाने पर Ĥ×येक पहल ू
(Face) दȣघ[कालȣन मɅ समान Ǿप मɅ आव×ृत होगा । ͧसÈका या पासा अͧभनत 
(Baised) होने पर घटनाऐं समĤाǓयक नहȣ ंहोगी । 
अब तक हम ĤाǓयकता के ͧलए ͪवͧभÛन Ĥकार कȧ घटनाओं को समझ चुके हɇ, अब 
हम ĤाǓयकता के आकलन के ͧलए ͪवͧभÛन Ǔनयमɉ को समझɅगे । 

14.9 ĤाǓयकता आकलन के Ǔनयम 
ĤाǓयकता के आकलन के ͧलए मुÉय Ǿप से Ǔनàनͧलͨखत Ǔनयमɉ का Ĥयोग होता है । 

1. गͨणतीय Ĥमेय (Mathematical Theorem) 
2. योग Ĥमेय (Additive Theorem) 
3. गणुन Ĥमेय (Multiplicative Theorem) 
4. बनȾलȣ Ĥमेय (Bernoulli’s Theorem) 
1. गͨणतीय Ĥमेय (Mathematical Theorem) 

इस Ǔनयम के अनसुार ͩकसी घटना के घǑटत होने कȧ अनकूुल िèथǓतयɉ कȧ संÉया m 
ĤǓतकूल िèथǓतयɉ कȧ संÉया n तथा कुल सàभाåय िèथǓतयɉ कȧ संÉया m+n मानी 
जाती है । ͩकसी घटना के घǑटत होने या न घǑटत होने कȧ सभी ढंग सàĤाǓयक 

(equally likely) होने पर घटना के घǑटत होने कȧ ĤाǓयकता ( ) mp
m n




 

 घटना के घǑटत न होने कȧ ĤाǓयकता = ( ) mq
m n




 

इस Ǔनयम का Ĥमेय सरल घटनाओं (Simple Events) व कȧ ĤाǓयकता Ǔनकालने मɅ 
ͩकया जाता हɇ। 

2. योग Ĥमेय (Additive Theorem) 
जब दो अथवा दो से अͬधक घटनाओं मɅ या तो अ घटे या ब घटे या स घटे तो ऐसे 
िèथǓत मɅ Ĥæन योगा×मक Ĥमेय के Ĥæन कहलात ेहɇ । इसमɅ घटनाओं कȧ अलग–अलग 
ĤाǓयकताओ को जोड़ा जाता है । 
योगा×मक Ĥमेय का दो िèथǓतयɉ मɅ Ĥयोग ͩकया जाता है । 

1. जब घटनाएँ परèपर अपवजȸ हɉ 2. जब घटनाएँ परèपर अपवजȸ न हɉ । 
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1. जब दो या दो से अͬधक परèपर अपवजȸ घटनाऐं हɉ तो उनके घǑटत होने कȧ' 
ĤाǓयकता योग Ĥमेय से £ात कȧ जाती है । ' 
दो घटनाऐं घǑटत होने पर P (A or B)=P (A) + P (B)  
दो से अͬधक घटनाऐं घǑटत होने पर P (A or B or C)=P (A) +P (B) 
+P(C)+…… 

2. जब घटनाएँ परèपर अपवजȸ न हɉ – 
घटनाएँ परèपर अपवजȸ तब नहȣ ंकहȣ जाती जबͩक उनमɅ कोई समान अवयव हो। 
जैसे – ͬचड़ी का प×ता या इÈका । इसमɅ एक प×ता ͬचड़ी का इÈका है जो दोनɉ मɅ 
सिàमͧलत है 

       P AorB P A P B P AandB    

              ( )P AorBorC P A P B P C P AB P BC P AC P ABC        
उदाहरण : 13 

यǑद ताश कȧ गɬडी मɅ से एक प×ता याǺिÍछक Ǿप से Ǔनकाला जाता है तो Èया 
ĤाǓयकता है ͩक वह 'ईट कȧ बेगम या ͬचड़ी का बादशाह होगा? 

हल : ईट कȧ बेगम आना और ͬचड़ी का बादशाह आना परèपर अपवजȸ घटनाएँ हɇ । 

ईट कȧ बेगम Ǔनकलने कȧ ĤाǓयकता 1
52

  

ͬचड़ी के बादशाह Ǔनकलने कȧ ĤाǓयकता 1
52

  

अत: ईट कȧ बेगम अथवा ͬचड़ी का बादशाह Ǔनकलने कȧ ĤाǓय
1 1 2 1

52 52 52 26
     

उदाहरण : 14 
ताश कȧ गɬडी मɅ से एक प×ता याǺिÍछक Ǿप से Ǔनकाला गया, उसके एक ͬचड़ी का 
प×ता या बादशाह होने कȧ ĤाǓयकता £ात कȧिजए?  

हल : 52 प×तɉ कȧ गɬडी मɅ से ͬचड़ी का प×ता Ǔनकलाने कȧ ĤाǓयकता 13
52

  

एक बादशाह Ǔनकाले जाने कȧ ĤाǓयकता 4
52

  

लेͩकन बादशाहɉ मɅ एक ͬचड़ी का बादशाह भी शाͧमल है । 

ͬचड़ी का बादशाह Ǔनकाले जाने कȧ ĤाǓयकता (जो दोनɉ मɅ शाͧमल है) 1
52

  

अत: ͬचड़ी का प×ता या बादशाह Ǔनकाले जाने कȧ ĤाǓयकता 
P (ͬचड़ी या बादशाह) = P (ͬचड़ी) P (बादशाह) –P (ͬचड़ी का बादशाह)  

13
52

 
4
52

1
52

  
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16 4
52 13

   

3. गणुन Ĥमेय (Multiplicative Theorem) 
दȣ गई सभी घटनाओं के साथ–साथ घटने कȧ ĤाǓयकता £ात करने के ͧलए गणुन Ĥमेय 
का Ĥयोग ͩकया जाता है । गणुन Ĥमेय दो या दो से अͬधक घटनाओं के एक साथ 
घटने कȧ ĤाǓयकता उनके अलग–अलग घǑटत होने कȧ åयिÈतगत ĤाǓयकताओं का 
गणुनफल है। 
गणुन Ĥमेय तब लाग होता है जब घटना A एव ंघटना B के घǑटत होने कȧ ĤाǓयकता 
£ात करनी हो अथा[त ्जहा ँघटनाओं के मÚय 'और (and) शÞद होता है । 
दो èवतंğ घटनाएँ होने पर – 
 
     P AandBandC P A P B   

तीन èवतंğ घटनाएँ होने पर – 
       P AandBandC P A P B P C    

उदाहरण : 15 
एक पासा दो बार फɅ का जाता है । पहलȣ फɅ क मɅ '4' ǒबÛद ुआने कȧ तथा दसूरȣ फɅ क 
मɅ एक ͪवषम संÉया आने कȧ Èया ĤाǓयकता है? 

हल: पासे को दो बार फɅ कना èवतंğ घटनाएँ हɇ । 

Ĥथम बार फɅ कने से '4' आने कȧ ĤाǓयकता 1
6

  

दसूरȣ बार फɅ कने से ͪवषम संÉया (1, 3 या 5) आने कȧ ĤाǓयकता 3
6

   

पहलȣ बार '4' और दसूरȣ बार मɅ ͪवषम संÉया आने कȧ संयÈुत ĤाǓयकता 1
6

x

3 1
6 12
  

4. बनȾलȣ Ĥमेय (Bernoulli’s Theorem)  
ͩकसी घटना के एक परȣ¢ण मɅ घǑटत होने (सफलता) कȧ ĤाǓयकता £ात होने पर, 
कुल n परȣ¢णɉ मɅ से उसके Ǔनिæचत Ǿप से r बार (exactly times) घǑटत होने कȧ 
ĤाǓयकता जेàस बनȾलȣं के Ǔनàनͧलͨखत सूğ से Ǔनकालȣ जा सकती है । 
  n r n r

rP r C p q   
P = घटना होने कȧ ĤाǓयकता अथा[त ्सफलता 
q = घटना न घटने कȧ ĤाǓयकता 
r = घटना होने (सफलता) कȧ िèथǓतयɉ कȧ संÉया 
n

rC n  मɅ से r वèतुओं के संयोगɉ कȧ संÉया 



(374) 
 

उदाहरण : 16 
पाँच ͧसÈकɉ को उछालने पर 4 पट आने कȧ ĤाǓयकता बताइए । 

हल : ͧसÈकɉ (Ĥयासɉ) कȧ संÉया n = 5 
सफलता (Tail) कȧ आवǓृत r = 4 
असफलता (Head) कȧ आविृ×त n–1=5–4=1 

1 1;
2 2

p q   
1 ,n r n r
rC p q   

4 1
5 1

4
1 1 5! 1 5,
2 2 1!4! 32 32

C          
   

 

उदाहरण : 17 
आठ ͧसÈके एक साथ उछाले जात े हɇ । Ǔनàनͧलͨखत पǐरणामɉ कȧ ĤाǓयकता £ात 
कȧिजए । 
(अ) एक ͬच×त आने कȧ (ब) 8 ͬच×त आने कȧ (स) कम से कम 6 ͬच×त आने कȧ 
(द) कोई ͬच×त न आने कȧ (य) सभी ͧसÈकɉ के ͬच×त आने कȧ । 
हल : (अ) एक ͬच×त आने कȧ ĤाǓयकता –  

1 18, 1, ,
2 2

n r P q     
1 8 1

1 8
1

1 1,
2 2

n r n r
rC p q C


     

   
   

 

8! 1 8 1
7!1! 256 256 32

x    

(ब) 6 ͬच×त आने कȧ ĤाǓयकता 
18, 6,
2

n r p q     
6 2

8
6

1 1
2 2

C    
   
   

 

8! 1 28 7
6!2! 256 256 64

x    

(स) कम से कम 8 ͬच×त आने अथा[त ्6 ͬच×त आना, 7 ͬच×त आना या 
8 ͬच×त आना । अत: इन तीनɉ िèथǓतयɉ कȧ अलग–अलग ĤाǓयकता 
Ǔनकाल कर जोड़ £ात कर ͧलया जायेगा ।  

1 18, 6,7,8, ,
2 2

n r p q     

 
6 2 7 1 8 0

8 8 8
6 6 8

1 1 1 1 1 16,7,8
2 2 2 2 2 2

p r C C C                         
           
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1 1 1 2728 8 1
256 256 256 156

       

(द) 8 ͧसÈके उछालने पर कोई भी ͬच×त न आने कȧ ĤाǓयकता – 

8, 0n r 
1 1, ,
2 2

p q   
0 8

8
1

1 1
2 2

C    
   
   

 

1 11
256 256

   

(य) सभी ͬच×त अथा[त ्आठɉ ͬच×त आने कȧ ĤाǓयकता – 

8, 8,n r 
1 1,
2 2

p q   
8 0

8
8

1 1
2 2

C    
   
   

 

1 11
256 256

   

14.10 संयोगानुपात (Odds) 
ͩकसी घटना के प¢ (in favour) या ͪवप¢ (Against) ĤाǓयकता को संयोगानपुात के 
Ǿप मɅ भी åयÈत ͩकया जा सकता है । प¢ मɅ संयोगानपुात मɅ पहला अंक pऔर 
दसूरा q के अनǾुप होता है । ͪवप¢ मɅ संयोगानपुात मɅ पहला अंक q और दसूरा अंक 
p के अनǾुप होता है ।  

(i) प¢ मɅ संयोगानपुात  : pp q p
p q

 


 

(ii) ͪवप¢ मɅ संयोगानपुात  : qq p q
p q

 


 

उदाहरण : 18 
ͩकसी दौड़ मɅ 4 घोड़ɉ w,x,y व z के प¢ मɅ संयोगानपुात (Odds in 
fevour) Đमश: 1:4, 1:3,1:6, 1:5 हɇ । यह मानत ेहु ए ͩक दो या अͬधक 
घोड़ ेएक साथ नहȣ ंजीत सकत,े यह संभावना £ात कȧिजए ͩक उनमɅ से एक 
घोड़ा दौड़ मɅ जीतेगा । 

हल : w के प¢ मɅ संयोगानपुात = 1:4 अत: उसके जीतने कȧ ĤाǓयकता 
1 1

1 4 5
 


 

x के प¢ मɅ संयोगानपुात =1:3 अतः उसके जीतने कȧ ĤाǓयकता 
1 1

1 3 4
 


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yके प¢ मɅ संयोगानपुात = 1:6 अत: उसके जीतने कȧ ĤाǓयकता 
1 1

1 6 7
 


 

zके प¢ मɅ संयोगानपुात = 1:5 अत: उसके जीतने कȧ ĤाǓयकता
1 1

1 5 6
 


  

Èयɉͩक केवल एक हȣ घोड़ा जीत सकता है, दो या अͬधक एक साथ नहȣ ंजीत 
सकत,े अतएव ये परèपर अपवजȸ घटनाएँ हɇ । 

W,x,yया z के जीतने कȧ संभाͪवता = 1 1 1 1 319
5 4 7 6 420

      

उदाहरण : 19 
घटना के घटने कȧ Ǔनàनͧलͨखत ĤाǓयकताओं के प¢ एव ं ͪवप¢ मɅ 
संयोगानपुात Èया हɉगे 

(अ) 5
12

 (ब) 0.70 (स) 0.40 

हल : (अ) प¢ संयोगानपुात = प¢ मɅ अनपुात : ͪवप¢ मɅ अनपुात 

अतः 5 71
12 12

  अथा[त ्प¢ मɅ संयोगानपुात 5:7 एव ंͪवप¢ मɅ संयोगानपुात 

7:5 
(ब) 1–0.70 = 0.30 अत: 0.7:0.3 या 7:3 तथा ͪवप¢ मɅ संयोगानपुात 

3:7 
(स) 1–0.4 = 0.6 अत: 0.4 : 0.6 या 4:6 अथवा 2:3 एव ं ͪवप¢ मɅ 

संयोगानपुात 3:2 

14.11 कम से कम एक घटना घटने कȧ ĤाǓयकता (Probability 
of At Least One Event)  

जब अनेक èवतंğ घटनाओं मɅ से कम से कम एक घटना के घǑटत होने कȧ ĤाǓयकता 
£ात करनी हो तो इसके ͧलए सव[Ĥथम सभी घटनाओं के न घटने कȧ संयÈुत 
ĤाǓयकता £ात करलȣ जाती है । त×पæचात ्इसे 1 मɅ से घटा Ǒदया जाता है । 
सूğ: यǑद पहलȣ, दसूरȣ, तीसरȣ .... घटना के घटने कȧ ĤाǓयकताएँ 

1 2 3, , ,... ne p p p p  हो तो उनके न घटने कȧ ĤाǓयकताएँ 
Đमश:        1 2 31 , 1 , 1 ....... 1 np p p p    होगी । 
सभी घटनाओं मɅ से ͩकसी के न घटने कȧ ͧमͬĮत ĤाǓयकता – 
     1 2 31 1 1 ....... 1 np p p p     
अतः कम से कम एक घटना के घǑटत होने कȧ ĤाǓयकता – 
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     1 2 31 { 1 1 1 ....... 1 np p p p      
उदाहरण : 20 

दो पासे एक बार फɅ के जात े हɇ । कम से कम एक '5' ĤाÜत करने कȧ 
ĤाǓयकता Èया है? 

हल : '5' ǒबÛद ुवाले प¢ के आने कȧ ĤाǓयकता
1
6

  

पहले पाले '5' न आने कȧ ĤाǓयकता 1 51
6 6

   आवǓृतयाँ 

दसूरे पासे पर '5' न आने कȧ ĤाǓयकता 
1 51
6 6

    

पहले और दसूरे दोनो पासɉ पर '5' न आने कȧ ĤाǓयकता 
5 5 25

12 6 36
    

कम से कम एक पासे पर '5' न आने कȧ ĤाǓयकता 25 111
36 36

    

वकैिãपक ͪवͬध 
पहले पासे पर '5' आने (और दसूरे पर कोई अÛय ǒबÛद ुआने) कȧ ĤाǓयकता 

5
36

  

[(5,1), (5,2), (5,3), (5,4), (5,6)] 

दसूरे पर '5' आने, पहले पर कोई अÛय ǒबÛद ुआने कȧ ĤाǓयकता 5
36

  

दोनɉ पासɉ पर 5 (5,5) आने कȧ ĤाǓयकता 1
36

   

अत: कम से कम एक बार '5' आने कȧ ĤाǓयकता 5 5 1
36 36 36

   
11
36

 

14.12 सीमाÛत ĤाǓयकता (Marginal Probability)  
जब ͩकसी घटना (जैसे हA) के घǑटत होने कȧ ĤाǓयकता अÛय ͩकसी घटना (जैसे B) 
के बारे मɅ कोई ͪवचार नहȣ ंकरत े हु ए £ात कȧ जाती है तो इसे सीमाÛत ĤाǓयकता 
कहत ेहɇ। 

 P A  
 
 

N A
N S

  P B  
 
 

N B
N S

 

14.13 संयुÈत ĤाǓयकता (Joint Probability) 
जब दो या दो से अͬधक घटनाओं (जैसे A और B) के घǑटत होने कȧ ĤाǓयकता £ात 
कȧ जाती है तो उसे संयÈुत ĤाǓयकता कहत ेहɇ । 
P (A and B) 
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14.14 सĤǓतविÛधत ĤाǓयकता (Conditional Probability)  
इस बात कȧ संभावना ͩक एक बार एक घटना घǑटत होने पर दसूरȣ घटना घटेगी, 
सĤǓतबिÛधत ĤाǓयकता कहलाती है । अथा[त ्ͩकसी घटना (जैसे A) के घǑटत होने कȧ 
ĤाǓयकता ͩकसी अÛय घटना (जैसे A) को घǑटत मान लेने पर उस घटना कȧ 
ĤǓतबिÛधत ĤाǓयकता कहलाती है । 
यǑद A और B दो आͬĮत घटनाएँ हɉ तो उनके एक साथ घटने कȧ ĤाǓयकता पहलȣ 
घटना के होने कȧ ĤाǓयकता और दसूरȣ घटना के उस िèथǓत मɅ होने कȧ ĤाǓयकता 
जबͩक पहलȣ हो चुकȧ है – इन दोनɉ का गणुनफल है । 
जैसे: 
बार काला रंग के प×त े Ǔनकल आने कȧ ĤाǓयकता पहलȣ बार के पǐरणाम पर Ǔनभ[र 

होगी। यǑद पहलȣ बार प×ता Ǔनकलने कȧ ĤाǓयकता 25
51

 होगी । यǑद पहलȣ बार लाल 

प×ता Ǔनकलता है और उसे वापस नहȣ ंरखा जाता है तो दसूरȣ बार काला रंग के प×त े

Ǔनकलने कȧ ĤाǓयकता 26
51

 होगी । अत: दोनɉ िèथǓतयɉ मɅ दसूरȣ बार कȧ घटना पहलȣ 

बार के पǐरणाम पर आͬĮत है । 
सूğ: P (A तथा B)    /p A p B A   

     /p AB P B P A B   
जहा ँl P(B / A) कȧ सĤǓतबिÛधत ĤाǓयकता है । अथा[त ्B कȧ ĤाǓयकता जबͩक A 
पहले हȣ घǑटत हो चुकȧ है और P (A/B) कȧ ĤǓतबिÛधत ĤाǓयकता है । िजनमɅ B 
पहले हȣ घǑटत हो चुकȧ है । 

14.15 बेज़ Ĥमेय–ĤǓतलोम ĤाǓयकता (Baye’s Theorem –
Inverse Probability) 

सामाÛयतया ‘कारण’ं के आधार पर 'Ĥभाव’ £ात ͩकया जाता है, लेͩकन कभी–
कभी 'Ĥभाव के आधार पर कारण जानने कȧ चेçटा करɅ तो इसे ĤǓतलोम सàबÛध कहत े
हɇ । ĤǓतलोम ĤाǓयकता को बेज़ Ĥमेय (Baye’s Theorem) व नाम से भी जाना 
जाता है । इसमɅ पवू[ ĤाǓयकता £ात करने के पæचात ्घटना से सàबिÛधत नयी सूचना 
ͧमलने पर उसके आधार पर पवू[ ĤाǓयकता मɅ संशोधन कर ͧलया जाता है और इस 
संशोͬधत ĤाǓयकता को हȣ उ×तरवतȸ ĤाǓयकता या ĤǓतलोम ĤाǓयकता (Revised or 
Posterior or Inverse Probability) कहत ेहɇ । 
इसे Ǔनàन Ĥकार समझ सकत ेहɇ – 
पवू[ ĤाǓयकता  नई सूचना   संशोधन   पæच ĤाǓयकता 
ĤǓतलोम ĤाǓयकता से घटना से सàबिÛधत नवीन सूचना उपलÞध होने पर पवू[ 
ĤाǓयकता मɅ आवæयक सुधार करके ͪववेकपणू[ Ǔनण[य लेने मɅ जोͨखम के त××व को कम 
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ͩकया जा सकता है । ĤǓतलोम ĤाǓयकता वाèतव मɅ एक Ĥकार कȧ ĤǓतबिÛधत 
ĤाǓयकता हȣ है । उदाहरण के ͧलए माना दो कलशɉ – कलश I और कलश I I  मɅ 
ͩकसी वèत ुकȧ दोषपणू[ और दोष रǑहत इकाइया ँ हɇ । ͩकसी एक कलश मɅ से एक 
इकाई याǺिÍछक Ǿप से Ǔनकालȣ गई और वह दोषपणू[ पाई गई । अब हम यह जानना 
चाहत े हɇ ͩक इस बात कȧ Èया ĤाǓयकता है ͩक वह दोषपणू[ इकाई कलश – I  से 
Ǔनकालȣ गई है । इस Ĥकार एक अवलोͩकत घटना के कारण कȧ ĤाǓयकता £ात करना 
हȣ ĤǓतलोम ĤाǓयकता है िजसका पǐरकलन बेज़ Ĥमेय के आधार पर ͩकया जाता है। 
उदाहरण: 21 
तीन åयिÈतयɉ – एक राजनीǓत£, एक सेवाǓनव×ृत आर .ए.एस. अͬधकारȣ और एक 
Ĥोफेसर – मɅ से ͩकसी एक के ͩकसी ͪवæवͪवɮयालय के कुलपǓत ǓनयÈुत ͩकये जाने कȧ 
ĤाǓयकता Đमश: 40% 30% और 30% है । इनके ɮवारा ͪवæवͪवɮयालय मɅ ǓनयÈुत 
होने पर उÍचèतरȣय शोधकाय[ के Ĥो×साहन और सवंƨ[न कȧ संभावना Đमश: 
0.3,0.7,0.9 है । Èया ĤाǓयकता है ͩक नए कुलपǓत ɮवारा शोधकाय[ का संवƨ[न ͩकया 
जाएगा? 
हल : एक राजनीǓत£, एक सेवाǓनव×ृत आर .ए .एस. अͬधकारȣ और एक Ĥोफेसर के 
कुलपǓत ǓनयÈुत होने कȧ (घटना) ĤाǓयकताओ कȧ Đमश: A1 , A2 ,व A3 संकेतɉ 
ɮवारा तथा शोधकाय[ संवƨ[न (घटना) को B ɮवारा दशा[या गया है । 
Ǒदया गया है –      1 2 3.40, .30, .30p A P A p A      
सĤǓतबÛध ĤाǓयकताऐ तथा संयÈुत ĤाǓयकताएँ Ǔनàनͧलͨखत सारणी मɅ पǐरकͧलत कȧ 
जाएँगी । 

सारणी (Table) 
सĤǓतबÛध एव ंसंयÈुत ĤाǓयकताएँ 

(Conditional and jointProbabilities) 

Ai P(A1) P(B/Ai)  

 0.30 0.9 0.270 
योग 1.00 1 P(B)=0.600 

सĤǓतबÛध ĤाǓयकताएँ –––    1 2 3/ 0.3; ( / ) 0.7; / 0.9p B A P B A P B A     

 P Ai B

3A

(i) (ii) (iii) (iv)  
घटना 
(Event) 

पवू[ ĤाǓयकता 
(Prior 
Probability) 

सĤǓतबÛध ĤाǓयकता 
(Conditional Probability 
Of B given A) 

संयÈुत ĤाǓयकता 
JointProbability P (A) 
xP(B/A) 

 0.40 0.3 0.120 

 0.30 0.7 0.210 
1A
2A



(380) 
 

शोध Ĥो×साहन Ǔनàनͧलͨखत परèपर अपवजȸ तरȣकɉ से हो सकता है :– 
(अ) राजनीǓत£ ǓनयÈुत हो और वह शोध Ĥो×साǑहत करɅ ––  1A B  

     1 1 1/P A B P A P B A    
(ब) सेवाǓनव×ृत आर. ए. एस. ǓनयÈुत हो और वह शोध Ĥो×साǑहत करɅ –––  2A B  

     2 2 2/P A B P A P B A    
(स) Ĥोफेसर ǓनयÈुत हो ओर वह शोध Ĥो×साǑहत करɅ –––  3P A B  

     3 3 3/P A B P A P B A    
अत: नए कुलपǓत ɮवारा शोधकाय[ Ĥो×साǑहत करने कȧ ĤाǓयकता 

     1 2 3P A B P A B P A B       

     1 1 2/P A P B A P A         2 3 3/ /P B A P A P B A    

0.120 0.210 0.270    
     0.40 .30 0.30 70 0.30 .9 0.6        

14.16 याǺिÍछक चर, ĤाǓयकता बंटन एवं Ĥ×याͧशत मूãय 
(Random Variable Probability Distribution and 
Expected Value) 

याǺिÍछक चर – एक ĤǓतदश[ समिçट के ĤǓतदश[ ǒबÛद ु एक याǺिÍछक चर का 
ĤǓतǓनͬध×व करत े हɇ । याǺिÍछक चर उस चर को कहत े हɇ िजसका मूãय ͩकसी 
याǺिÍछक अͧभĤयोग के पǐरणाम ɮवारा Ǔनधा[ǐरत होता है । 
उदाहरणाथ[ – एक ͧसÈका पाँच बार उछालने पर ͬच×त का आना (0,1,2,3,4 या 5) 
याǺिÍछक वर है। परÛत ुͧसÈका उछालने के बाद यǑद हमɅ 2 ͬचत (और 3 पट) ĤाÜत 
होत ेहɇ तो यह याǺिÍछक चर नहȣ ंहोगा । 
याǺिÍछक चर खंͫडत हो सकता है या अखंͫडत । सामाÛयतया गणना – योÊय चर 
खिÖडत होता है और माफȧय चर अखिÖडत । 
ĤाǓयकता बटंन 
ͩकसी ͪवचर–मान X कȧ ĤाǓयकता को दशा[ने वाला Xका फलन ĤाǓयकता बटंन कहलाता 
है । 
संकेता¢रɉ के Ǿप मɅ - 
एक ͪवचर X के खिÖडत मूãय 1 2 3, , ,..... nX X X X  कȧ उसकȧ ĤाǓयकताओ 

1 2 3, , ,...... nP P P P के बटंन को खिÖडत ĤाǓयकता बटंन कहत ेहɇ । एक ĤाǓयकता बटंन 
मɅ ͪवचर के मानɉ कȧ त×सवादȣ ĤाǓयकताओं का जोड़ 1 होता है । जैसे  
मूãय 1X  2X  3X  ……… nX  योग 
ĤाǓयकता (Px) XP  XP  XP  ........... XP    1P   
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गͨणतीय Ĥ×याशा––– 
ͩकसी याǺिÍछक चर का Ĥ×याͧशत मूãय (या गͨणतीय Ĥ×याशा) उस चर का भाǐरत 
माÚय है जबͩक ĤयÈुत भार चर के ͪवͧभÛन मूãयɉ कȧ त×संवादȣ ĤाǓयकताऐं हɇ । 
गͨणतीय Ĥ×याशा ͩकसी याǺिÍछक चर के मूãय तथा उसकȧ ĤाǓयकता के गणुनफल का 
योग है । 
गͨणतीय Ĥ×याश को Ĥ×याͧशत मूãय, ͪवचर का वाèतͪवक माÚय मान, Ĥ×याͧशत मान 
अथवा Ĥ×याशा भी कहा जाता है । 
सूğ Ǿप मɅ ,          1 1 2 2 3 3. . . ...... .n nE X X P X X P X X p X X p X    

 1
1

.
n

i
i

X P X


  

उदाहरण : 22 
एक ͧसÈका 3 बार उछालने पर ͬच×त आने का Ĥ×याशा मूãय Èया होगा? 
हल : एक ͧसÈका 3 बार उछालने पर ͬच×त 0,1,2 या 3 बार आ सकता है । सधी 
Ǔनæशेष पǐरणाम Ǔनàन Ĥकार हɇ – 

TTT , TTH , THT , HTT , THH , HTH , HHT , HHH  
ͬच×त कȧ संÉया 0 1 2 3 

ĤाǓयकता  1
8
 

3
8
 

3
8
 

1
8
    1P X      

Ĥ×याͧशत मूãय E(x) 0  

6
8  =

12 3
8 2


 

 E X 1PX 2 3........ n nPX PX P X   
1 3 3 10 1 2 3
8 8 8 8

                     
       

 

12 3 1.5
8 2

    

उदाहरण : 23 
अंशमुान एक ͧसÈका 4 बार उछालता है । यǑद चारɉ बार ͬचत आता है तो उसे 1600 
Ǿ. का इनाम ͧमलता है । खेल का Ĥवेश शुãक 64 Ǿ. है । अंशमुान कȧ गͨणतीय 
Ĥ×याशा Èया है? 
हल: इनाम लाभ है एव ं Ĥवेश शुãक हाǓन है । अंशमुान के जीतने कȧ ĤाǓयकता 
(अथा[त चारɉ बार ͬचत आना) 

1 1 1 1 1 ;
2 2 2 2 16

P       

हारने कȧ ĤाǓयकता 1 151 1
16 16

q p       

3
8

3
8
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अत: अंशुमान कȧ गͨणतीय Ĥ×याशा – 
   E X ap bq ap bq      

1 151600 64
16 16

         
   

100 60 .40Rs    

खेल अंशमुान के प¢ मɅ अͧभनत है । यǑद वह दȣघ[काल तक यह खेल खेलता रहता है 
तो औसत Ǿप से उसे 40 Ǿ. ĤǓत खेल का लाभ होगा ।  

14.17 सारांश (Summary)  
ĤाǓयकता ͧसƨाÛत कȧ उ×पि×त सğहवी ंशताÞदȣ मɅ यरूोप मɅ हु ई ͩकÛत ुव£ैाǓनक एवं 
गͨणतीय आधार ĥांस के गͨणत£ पाèकल (1823–1662) तथा ͪपयर डी फरमैट 
(1601 ––– 1665) ɮवारा Ĥदान ͩकया गया । ने बनȾलȣ (1654 –– 1705) ने बनȾलȣ 
Ĥमेय, बेयज (1702–1761) ने ĤǓतलोम ĤाǓयकता, लाÜलेस (1749–1827) ने ͬचर 
ĤǓतिçठत ͧसƨाÛत, ͩफशर ने ĤǓतदश[ समिçट कȧ अवधारणा का ͪवकास ͩकया । 
चेǒबचेव ए. माĐोन ए. एन. कॉãमोगोरोव आǑद ने ĤाǓयकता के आधुǓनक ͧसƨाÛत का 
ĤǓतपादन ͩकया । ĤाǓयकता ͧसƨाÛत £ान के अनेक ¢ेğɉ मɅ अनĤुयोग के ͧलए 
मह××वपणू[ है । ĤाǓयकता ͩकसी अǓनिæचत घटना के घǑटत होने या न होने के 
सàबÛध मɅ हमारȣ Ĥ×याशा का माप है । ĤाǓयकता हेत ुआवæयक समĤाǓयक िèथǓतया ँ
सदैव संभव नहȣ ंहोती सभंाåय िèथǓतया ँअǓनिæचत होने व पǐरणाम अपǐरͧमत होने पर 
इसकȧ गणना संभव नहȣ ंहै । ĤाǓयकता कȧ अवधारणाओं मɅ ͬचर ĤǓतिçठत अवधारणा, 
ĤयोगाͬĮत तथा åयिÈतपरक अवधारणा शाͧमल है । ĤाǓयकता कȧ गणना हेत ुĐमचय 
एव ंसंचय का Ĥयोग ͩकया जाता है ।  
अलग–अलग घटनाओं हेत ुĤाǓयकता आकलन अलग–अलग तरȣकɉ से ͩकया जाता है । 
घटनाऐं सरल एव ंसंयÈुत।, èवतंğ एव ंआͬĮत, परèपर अपवजȸ, परèपर अपवजȸ नहȣ,ं 
समान Ǿप से घटने वालȣ घटनाऐं हो सकती हɇ । ĤाǓयकता का आकलन गͨणतीय 
Ĥमेय, योग, Ĥमेय, गणुन Ĥमेय, बनȾलȣ Ĥमेय के आधार पर ͩकया जाता है । 

14.18 शÞदावलȣ (Glossary) 
ĤाǓयकता : अनकूुल घटनाओं का समान सàभाͪवता वालȣ समèत घटनाओं के साथ 
अनपुात 
Đमचय: दȣ गई Ǔनिæचत वèतुओं का Ǔनिæचत Đम मɅ ͪवÛयास 
संचय : Đम को Úयान मɅ न रखत ेहु ए Ǔनिæचत वèतुओं के वगȾ या चयनɉ को संचय 
कहत ेहɇ । 
सरल घटना: जब एक समय मɅ केवल एक हȣ घटना घǑटत होने कȧ ĤाǓयकता £ात 
करनी हो । 
संयÈुत घटना: दो या दो से अͬधक घटनाऐं जब एक साथ घǑटत होती हɇ । 
èवतंğ घटना: जब दो घटनाओU का Ĥभाव एक दसूरे पर नहȣ ंपड़ता है । 
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आͬĮत घटना: एक घटना घटने का Ĥभाव दसूरȣ के घǑटत होने पर पड़ता हो । 
परèपर अपबजȸ घटनाऐं : जब एक घटना का घǑटत होना दसूरȣ घटना को घटने से 
रोक देता हो  
गͨणतीय Ĥमेय: इसमɅ अनकूुल िèथǓतयɉ कȧ संÉया m ĤǓतकूल िèथǓतयɉ कȧ संÉया n 
तथा कुछ संभाåय िèथǓतयɉ कȧ संÉया. m+n मानी जाती हɇ । सभी ढंग समĤाǓयक 
(Equally Likely) होने पर घटना के 

घǑटत होने कȧ ĤाǓयकता इस Ĥमेयानसुार mP
m n




 होगी । 

योग Ĥमेय: जब दो या दो से अͬधक घटनाओं मɅ से या तो ‘अ घटे, 'ब' घटे या‘स' 
घटे तो ऐसी िèथǓत योग Ĥमेय होती है । 
गणुन Ĥमेय: गणुन Ĥमेय दो या दो से अͬधक घटनाओं के एक साथ घटने कȧ 
ĤाǓयकता उनके अलग–अलग घǑटत होने कȧ åयिÈतगत ĤाǓयकताओं का गणुनफल है । 
बनȾलȣ Ĥमेय: ͩकसी घटना के एक परȣ¢ण मɅ घǑटत होने कȧ ĤाǓयकता £ात होने पर 
कुल n परȣ¢णɉ मɅ से उसके Ǔनिæचत Ǿप से r बार घǑटत होने कȧ ĤाǓयकता 
Ǔनàनांͩकत सूğ से Ǔनकालȣ जा सकती है: 

  , .n r n r
rP r C p q   

सीमाÛत ĤाǓयकता: जब ͩकसी घटना के घǑटत होने कȧ ĤाǓयकता अÛय ͩकसी घटना के 
बारे मɅ कोई ͪवचार नहȣ ं करत े हु ए £ात कȧ जाती है तो वह सीमाÛत ĤाǓयकता 
कहलाती है । 
सĤǓतबÛध ĤाǓयकता: इस बात कȧ संभावना ͩक एक बार एक घटना घǑटत होने पर 
दसूरȣ घटना घटेगी, सĤǓतबÛध ĤाǓयकता कहलाती है । 
ĤǓतलोम ĤाǓयकता: Ĥभाव के आधार पर कारण जानने कȧ चेçटा ĤǓतलोम ĤाǓयकता के 
अÛतग[त £ात कȧ जाती है ।  

14.19 èवपरख / अßयास (Self Assessment Questions 
Exercise) 

1. ĤाǓयकता को पǐरभाͪषत करत ेहु ए इसकȧ अवधारओं का वण[न कȧिजए । 
2. ĤाǓयकता के योग व गणुन Ĥमेयɉ को èपçट कȧिजए ।  
3. Đमचयɉ तथा संचयɉ को उदाहरणɉ कȧ सहायता से समझाइए । 
4. ĤाǓयकता आकलन मɅ ĤयÈुत घटनाओं का ͪवèतारे से वण[न कȧिजए ।  

14.20 आंͩकक Ĥæन (Numerical Questions) 
1. एक Èलब मɅ 15 सदèय हɇ । उनमɅ से अÚय¢, उपाÚय¢ तथा सͬचय पदɉ को ͩकतने 

Ĥकार से भरा जा सकता है, यǑद एक åयिÈत एक से अͬधक पद नहȣ ं रख सके । 
(उ×तर:2730) 
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2. PRODUCT शÞद के अ¢रɉ से ͩकतने ͪवÛयास ͩकयɅ जा सकत ेहै जबͩक (i) शÞद मɅ 
èवरɉ के èथान मɅ पǐरवत[न न ͩकया जाये, (ii) Ĥ×येक ͪवÛयास ‘p’से Ĥारàभ हो 
(iii) èवर कभी पथृक न हो । (उ×तर: (i)120 (ii) 720 (iii) 1440) 

3. PROBABILITY शÞद के अ¢रɉ से ͩकतने ͪवÛयास बनाये जा सकत े हɇ? (उ×तर 
99,79,200)  

4. 12 वèतुओं को चार åयिÈतयɉ मɅ सɅ बराबर–बराबर ͩकतने तरȣकɉ से बाँटा जा सकता 
हे? (उ×तर 3,69600) 

5. 4 èवरɉ एव ं7 åयजंनɉ मɅ से 3 èवर एव ं3 åयजंन लेकर कुल ͩकतने शÞद बनाये जा 
सकत ेहɇ? (उ×तर: 100800) 

6. 7 Ǿसी व 4 भारतीयɉ मɅ से 4 सदèयɉ कȧ सͧमǓत ͩकतने Ĥकार से बनाई जा सकती 
है जबͩक इसमɅ (i)2 Ǿसी व 2 भारतीय हɉ (ii) कम से कम 2 भारतीय हɉ । (उ×तर: 
(i)126 (ii)155)  

7. कॉलेज का ĤǓतǓनͬध×व करने के ͧलए भेजी जाने वालȣ 5 छाğɉ कȧ टȣम कुल 12 
योÊय छाğɉ मɅ से ͩकतनी Ĥकार से चुनी जा सकती है । (उ×तर : 792) 

8. अंĒेजी कȧ ͩकसी पèुतक मɅ से याǺिÍछक Ǿप से छȤंटे गये एक अ¢र के èवर होने कȧ 

ĤाǓयकता £ात कȧिजए । (उ×तर: 5
26

) 

9. 52 प×त ेकȧ ताश कȧ गɬडी से एक प×ता Ǔनकाला जाता है । उसके एक बादशाह 

अथवा एक बेगम Ǔनकलने कȧ Èया ĤाǓयकता है? (उ×तर : 2
13

) 

10. ताश कȧ एक गɬडी मɅ से एक ईट का प×ता या एक इÈका Ǔनकाले जाने कȧ Èया 

ĤाǓयकता है? (उ×तर : 4
13

)  

11. एक थैले मɅ 11 व लाल व 14 सफेद गɅदɅ हɇ उसमɅ से 2 गɅदɅ Ǔनकालȣ जाती हɇ । दोनɉ 

एक हȣ रंग कȧ होने कȧ Èया ĤाǓयकता है? (उ×तर. 73
150

–) 

12. एक थलेै मɅ 5 लाल व 4 हरȣ गɅदे हɇ । 3–3 गɅदɉ को दो बार Ǔनकाला गया । दसूरȣ 
बार Ǔनकालने से पवू[ उÛहɅ थैले मɅ वापस रख Ǒदया गया । पहलȣ बार तीनɉ कȧ लाल 
तथा दसूरȣ बार मɅ तीनɉ हȣ हरȣ गɅदे आने कȧ ĤाǓयकता £ात कȧिजए । (उ×तर:

3 3

3 3

5 4 5
9 9 882

c c

c c

  ) 

13. एक हवाई जहाज से बम ͬगराने पर ͩकसी Ǔनिæचत लêय पर Ĥहार करने कȧ ĤाǓयकता 
1/5 है । यǑद 6 बम ͬगराए जायɅ तो (i)4 के लêय पर Ĥहार करने कȧ तथा (ii) 
ͩकसी के भी लêय पर Ĥहार न करने कȧ ĤाǓयकता £ात कȧिजए । (उ×तर: 
(i)48/3125 (ii) 4096/15625 
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14. एक Ĥæन को हल करने के संदभ[ मɅ A ,B तथा.C के ͪवप¢ मɅ संयोगानपुात 2:3, 
1:3 तथा 3:2 हɇ । तीनɉ ɮवारा Ĥæन हल करने कȧ ĤाǓयकता £ात कȧिजए । (उ×तर: 
9/50) 

15. एक जीवन बीमा कàपनी यह पाती है ͩक एक शहर मɅ एक पǾुष जो 50 वष[ का है, 
के 80 वष[ कȧ आय ुतक जीͪवत रहने के प¢ मɅ संयोगानपुात 6:8 तथा एक èğी जो 
45 वष[ कȧ है के 75 वष[ कȧ आय ुतक जीͪवत रहने के ͪवप¢ मɅ संयोगानपुात 3:5 
है। इन दोनɉ मɅ कम से कम एक के 3० वष[ पæचात ्तक जीͪवत रहने कȧ ĤाǓयकता 

£ात कȧिजए । (उ×तर : 11
14

)  

16. गौरव एक पèुतक के 80% Ĥæन हल कर सकता है तथा सौरभ 70% हल कर सकता 
है । इस बात कȧ Èया ĤाǓयकता है ͩक उनमɅ से कम से कम एक दैव ĤǓतचयन ɮवारा 
चुने गए ͩकसी Ĥæन को हल कर सकेगा? (उ×तर : 94%) 

17. यǑद कोई लȣप–वष[ दैव ĤǓतचयन ɮवारा चुना जाता है तो (अ) 53 रǐरवार (ब) या तो 
53 रͪववार या 53 सोमवार (स) या तो 53 रͪववार या 53 शुĐवार आने कȧ 
ĤाǓयकता बताइये ।  

(उ×तर : (अ) 
2
7
 (ब) 

3
7
 (स) 

4
7 

18. तीन कलश हɇ । पहले मɅ 3 लाल ओर 7 हरȣ गोͧलया ँहɇ । दसूरे मɅ 5 लाल व 3 हरȣ 
तथा तीसरे मɅ 8 लाल व 4 हरȣ गोͧलया ँहɇ । एक कलश मɅ से एक गोलȣ Ǔनकालȣ 
जाती है, ĤाǓयकता £ात कȧिजए ͩक वह (अ) पहले कलश से (ब) तीसरे कलश से 
Ǔनकलȣ हɇ ।  

(उ×तर : (अ) 36
191

 (ब) 80
191

 

19. यǑद वषा[ होती है तो एक वषा[ती कोट ͪवĐेता ĤǓतǑदन 500 Ǿ. कमाता है, यǑद Ǒदन 
सामाÛय (वषा[ रǑहत) होता है तो उसे 100 Ǿ. ĤǓतǑदन कȧ हाǓन होती है । यǑद वषा[ 
कȧ ĤाǓयकता 0.4 हो तो उसकȧ Ĥ×याशा Èया होगी? (उ×तर: 140 Ǿ.) 

20. तीन पासɉ के एक बार फɅ कने मɅ ठȤक 10 फɅ कने कȧ Èया ĤाǓयकता है? (उ×तर : 1
8
)  

14.21 उपयोगी पुèतकɅ  (Further Readings)  
1. Arora P.N. and Arora S.Statistice , S.Chand &Sons , New Delhi . 
2. Gupta, S.P., Statiscal Methods, Sultan Chand &Sons, New Delhi . 
3. Sancheti, D.C. and Kapoor, V.K., Statistics (Theorem , Methods 

and Application), Sultan Chand &Sons, New Delhi. 
4. नागर, कैलाशनाथ, सांिÉयकȧ के मूल त××व, मीना¢ी Ĥकाशन, मेरठ 
5. शमा[, जैन, पारȣक, सांिÉयकȧ, रमेश बकु ͫडपो, जयपरु । 
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इकाई : 15 ĤाǓयकता बटंन (Probability Distribution) 
इकाई कȧ Ǿपरेखा 
15.1 उƧेæय  
15.1 Ĥèतावना 
15.2 सैƨािÛतक आविृ×त बटंन का अथ[ 
15.3 सैƨािÛतक आविृ×त बटंन कȧ उपयोͬगता एव ंमह×व 
15.4 सैƨािÛतक आविृ×त बटंन के Ĥकार 
15.5 ɮͪवपद बटंन 
15.6 ɮͪवपद बटंन कȧ ͪवशेषताऐं 
15.7 Üवॉयसन बटंन 
15.8 Üवॉयसन बटंन कȧ ͪवशेषताऐं 
15.9 ĤसामाÛय बटंन 
15.10 ĤसामाÛय वĐ कȧ ͪवशेषताएँ 
15.11 मानक ĤसामाÛय वĐ 
15.12 ĤसामाÛय वĐ से ĤाǓयकता £ात करना । 
15.13 ĤसामाÛय वĐ आंसजन 
15.14 साराशं 
15.15 शÞदावलȣ 
15.16 èवपरख Ĥæन/अßयास 
15.17 आंͩकक /Ĥæन 
15.18 उपयोगी पèुतकɅ   

15.0 उƧेæय  
इस इकाई के अÚययन के बाद आप इस योÊय हो सकɅ गे ͩक :– 

 सैƨािÛतक आविृ×त बटंन का अथ[, उपयोͬगता एव ंमह×व जान सकɅ  
 सैƨािÛतक आवǓृत बटंन ͩकतने Ĥकार के हɇ कȧ जानकारȣ ĤाÜत कर सकɅ  । 
 ɮͪवपद बटंन,Üवॉयसन बटंन तथा ĤसामाÛय बटंन का अथ[ एव ंͪवशेषताएँ समझ सकɅ  । 
 ͪवͧभÛन बटनɉ कȧ गणन ͩĐया उदाहरणɉ सǑहत समझ सकɅ  एव ंहल कर सकɅ  । 
 ĤसामाÛय वĐ से ĤाǓयकता £ात कर सकɅ  तथा ĤसामाÛय वĐ आसंजन कर सकɅ  । 

15.1 Ĥèतावना 
अभी तक हम ऐसे आविृ×त–बटनɉ के बारे मɅ जान चुके हɇ िजनकȧ रचना सांिÉयकȧय 
अनसुंधानɉ से उपलÞध वाèतͪवक या अवलोͩकत समकंɉ के संकलन, वगȸकरण तथा 
सारणीयण के आधार पर कȧ जाती है । जब एक आविृ×त बटंन कȧ आविृ×तयाँ 
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वाèतͪवक अवलोकनɉ पर आधाǐरत हो तो उसे अवलोͩकत आविृ×त बटंन (Observed 
frequency distribution) कहत ेहɇ । जैसे – ͩकसी फैÈĚȣ मɅ काम करने वाले 100 
कम[चाǐरयɉ कȧ आय एव ं उनके ɮवारा ͩकया गया åयय £ात करके दो अवलोͩकत 
आविृ×त–बटंन 
बनाये जा सकत ेहɇ– 

अवलोͩकत आविृ×त बटंन 
आय (ǽ) 

 
कम[चाǐरयɉ कȧ संÉया 

(आविृ×त) 
åयय (ǽ) आविृ×त 

10000 ––– 12000 
12000 ––– 14000 
14000 ––– 16000 
16000 –––– 18000 
18000 ––– 20000 

25 
20 
25 
15 
15 

4000 ––– 6000 
6000 ––– 8000 
8000 ––– 1000 
1000 ––– 12000 
12000 ––– 14000 

40 
20 
15 
15 
10 

योग 100 योग 100 
लेͩकन कई पǐरिèथǓतया ँ ऐसी होती हɇ जहा ँ वाèतͪवक आविृ×त बटंन ĤाÜत करना 
अͬधक खचȸला या असभंव होता है ऐसी िèथǓत मɅ सƨैािÛतक आवǓृत बटंन उनके 
èथानापğ का काय[ करत ेहɇ । 
अब हम जान जायɅगे ͩक सैƨािÛतक आविृ×त बटंन Èया होता है? 

15.2 सैƨािÛतक आविृ×त बंटन का अथ[ 
ऐसे आविृ×त बटंन िजÛहे वाèतͪवक अवलोकनɉ या Ĥयोगɉ ɮवारा ĤाÜत न करके कुछ 
Ǔनिæचत पवू[ कãपनाओं या माÛयताओं के आधार पर गͨणतीय Ǿप मɅ अनमुाǓनत ͩकया 
जाता है, सैƨािÛतक आविृ×त बटंन कहलात े है । इÛहɅ Ĥ×याͧशत या आदश[ आविृ×त 
बटंन भी कहत ेहɇ । उदाहरणाथ[: यǑद 4 सुडौल ͧसÈके 128 बार उछाले जायɅ, ͬच×त 
(Head) आने को सफलता माना जाये तो 'ɮͪवपद ĤाǓयकता ͧसƨाÛत पर Ǔनàन 
सैƨािÛतक आविृ×त बटंन £ात ͩकया जा सकता है :–  
 
 
 
 
सै
ƨा
िÛत
क
 सैƨािÛतक आविृ×त बटंन भी वाèतͪवक आविृ×त बटंन कȧ तरह खिÖडत एव ंसतत ्
होत ेहɇ। जब ͩकसी दैव चर के पǐरणाम Ǔनिæचत अंतर पर हȣ ĤाÜत हो सकत ेहɉ तो 

सफलताओं कȧ संÉया (ͬच×त) ĤाǓयकता Ĥ×याͧशत आविृ×त 
0 
1 
2 
3 
4 

1 /16 
4 /16 
6 /16 
4 /16 
1 /16 

8 
32 
48 
32 
8 

 योग: 1 योग : 128 
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ऐसा दैव चर खिÖडत दैव चर कहलाता है । जैसे – क¢ा मɅ Ĥथम Įेणी मɅ पास 
ͪवɮयाͬथ[यɉ कȧ संÉया, टेलȣफोन कॉल कȧ संÉया आǑद 0,1,2,3…....हो सकती है, 
1.2,2.6 आǑद नहȣ,ं लेकन ऐसा दैव चर जो ͩक Ǔनिæचत सीमाओं के अÛदर कुछ भी 
हो सकता है जैसे – लàबाई, तोल, माप आǑद उसे सतत ्चर कहɅगे । 

15.3 सैƨािÛतक आविृ×त बटन कȧ उपयोͬगता एव मह××व 
सैƨािÛतक बटंन आधुǓनक सांिÉयकȧ का आधार èतàभ है, ये सांिÉयकȧय ͧसƨाÛत मɅ 
अनेक मह××वपणू[ भूͧमकाऐं Ǔनभात ेहɇ जैसे – 

1. सैƨािÛतक बटंन अवलोͩकत बटनɉ के èथानापğ होत ेहɇ, इÛहɅ वाèतͪवक आविृ×त बटनɉ के 
èथान पर ĤयÈुत ͩकया जा सकता है, ͪवशेषकर उस पǐरिèथǓत मɅ जबͩक वाèतͪवक बटंन 
ĤाÜत करना अͬधक खचȸला या असभंव हो । 

2. इनसे यह पता लगा सकत ेहɇ ͩक Ǔनिæचत माÛयताओं के अÛतग[त समकंɉ कȧ Ĥविृ×त Èया 
होगी ।  

3. इनकȧ सहायता से भावी पवूा[नमुान लगाये जा सकत ेहɇ । 
4. सैƨािÛतक बटनɉ से ĤाÜत भावी समंक Ǔनण[य लेने का आधार Ĥदान करत ेहɇ । 
5. Ĥ×याͧशत समकंɉ कȧ वाèतͪवक समंको से  x  जाँच ɮवारा तुलना करके दोनɉ के अंतर 

का Ǔनçकष[ Ǔनकाला जा सकता है । 
6. इन बटनɉ से वाèतͪवक अनसुधंान मɅ लगने वाले धन, Įम व समय का पवूा[नमुान लगाया 

जा सकता है । इस Ĥकार सैƨािÛतक बटंन ͪवͧभÛन पǐरिèथǓतयɉ मɅ उपयोगी होते हɇ । 
मेǐरल एव ंफॉÈस के अनसुार वे ऐसे मानदÖडɉ का काय[ करत ेहɇ िजसमɅ अवलोͩकत 
बटनɉ कȧ तुलना कȧ जा सके और जहाँ वाèतͪवक बटंन ĤाÜत करना अͬधक खचȸला 
या असभंव हो वहा ँवे उनके èथानापğ होत ेहɇ । Ǔनण[य लेने मɅ Ǔनणा[यकɉ को वे एक 
तक[ पणू[ आधार Ĥèतुत करत ेहɇ और सीͧमत सूचना या सैƨािÛतक कारकɉ के आधार पर 
पवूा[नमुान लगाने मɅ उपयोगी होते हɇ ।  

15.4 सैƨािÛतक आविृ×त बंटन के Ĥकार 
åयवहार मɅ Ǔनàनͧलͨखत तीन सैƨािÛतक बटनɉ का सवा[ͬधक Ĥयोग होने से सांिÉयकȧ 
मɅ इनका मह××व सवȾपǐर है । 
Ĥèतुत अÚयाय मɅ इन तीन बटनɉ का सͪवèतार वण[न ͩकया गया है – 
1. खिÖडत ĤाǓयकता बटंन 

i. ɮͪवपद बटंन (Binomial Distribution) 
ii. Üयॉयसन बटंन (Poisson Distribution) 

2. सतत ्ĤाǓयकता बटंन 
i. ĤसामाÛय बटंन (Normal Distribution)  
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15.5 ɮͪवपद बंटन 
ɮͪवपद बटंन एक खिÖडत ĤाǓयकता बटंन है, इसकȧ रचना का Įेय सğहवी ंशताÞदȣ के 
जेàस बनȾलȣ को है । इस बटंन को उनके नाम पर बनȾलȣ बटंन भी कहा जाता है । 
ɮवपद बटंन ɮवÛदा×मक ͪवकãपɉ –– सफलता (P) तथा असफलता (q) के एक समूह 
कȧ ĤाǓयकता को Ĥèतुत करता है जैसे –– एक सुडौल ͧसवÈको को उछाला जाये तो यह 
ͬच×त ͬगर 'सकता है या पट । ͬच×त ͬगरने को सफलता याǓन P तथा पट ͬगरने को 
असफलता याǓन q माना जा सकता है । 
ɮͪवपद बटंन कȧ माÛयताएँ (Assumptions of Binomial Distribution) 
1. एक अͧभĤयोग n बार ͩकया जाता है तथा अͧभĤयोगɉ n कȧ संÉया िèथर पर 

पǐरͧमत होती है तथा सामाÛयतया 20n   हो । 
2. Ĥ×येक अͧभĤयोग के दो परèपर अपवजȸ पǐरणाम होते हɇ सफलता (P) तथा 

असफलता  1q p   

3. Ĥ×येक अͧभĤयोग के पǐरणाम आपस मɅ èवतंğ होत ेहɇ अथा[त ्एक परȣ¢ण दसूरे 
परȣ¢ण के पǐरणामɉ को Ĥभाͪवत नहȣ ंकरता है । 

4. सभी अͧभĤयोगɉ मɅ p और q के िèथर मान होते हɇ अथा[त घटना घटने कȧ 
ĤाǓयकता p Ĥ×येक परȣ¢ण मɅ िèथर रहती है । 
ͧसÈका उछालने और पासा फɅ कने के अͧभĤयोगɉ मɅ उपयु [Èत चारɉ माÛयताएँ परूȣ 
होती हɇ। यǑद बटंन कȧ माÛयताएँ परूȣ हɉ तो n अͧभĤयोगɉ मɅ r सफलता ĤाÜत 
करने का सूğ  p X r   , ,n r n r

rC P q   

P का मान 0 से 1 के मÚय है । 
ɮͪवपद बटंन का ͪवèतार (Binomial Expansion) 
आरोहȣ Đम मɅ  nq p   

अवरोहȣ Đम मɅ  np q   
1,2,3,4 n अͧभĤयोगो के ͧलए ɮͪवपद बटंन इस Ĥकार बनाया जा सकता है । जैसे – 

 

 
 
 
 
 

2 2 2

3 3 2 2 3

4 4 3 2 2 3 4

5 5 4 3 2 2 2 4 5

1 1

2 2

3 3 3

4 4 6 4

5 5 10 10 5

n p q p q

n p q p pq q

n p q p p q pq q

n p q p p q p q pq q

n p q p p q p q p q pq q

    

    

     

      

       

 

इस Ĥकार ɮͪवपद ͪवèतार का èवǾप इस Ĥकार होगा – 

      1 1 2 2 3 31 1 1
....

2 1 3 2 1
n n n n n nn n n n n

p q p np q p q p q q    
      

  
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ɮͪवपद ͪवèतार को बनȾलȣ Ĥमेय के r n r
rC P q   ɮवारा £ात ͩकया जा सकता है । 

पाèकल ǒğभुज (Pascal’s Triangle) 
ɮͪवपद बटंन के ͪवͧभÛन पदɉ के संÉया×मक गणुांक पाèकल ǒğभुज से भी देखे जा 
सकत ेहɇ । 
पाèकल ǒğभुज (Pascal’s Triangle) 

 np q  के ͪवèतार गणुांक 

घात Power ɮͪवपद गणुांक (Binomial Cofficient) 
योग 
2n 
 

n                       

1          1  1          2 
2         1  2  1         4 
3        1  3  3  1        8 
4       1  4  6  4  1       16 
5      1  5  10  10  5  1      32 
6     1  6  15  20  15  6  1     64 
7    1  7  21  35  36  21  7  1    128 
8   1  8  28  56  70  56  28  8  1   256 
9  1  9  36  84  126  126  84  36  9  1  512 
10 1  10  45  120  210  252  210  120  45  10  1 1024 

ɮͪवपद बटंन के Ĥाचल (Parameters) 
मÚय   np   

Ĥमाप ͪवचलन   npq  

ͪवचरण  2 npq  

पǐरघात (Moments) 
Ĥथम पǐरघात  1 0   
ɮͪवतीय पǐरघात   2

2   npq   
ततृीय पǐरघात    3 npq q p    
चतथु[ पǐरघात    2 2 2

4 3 1 6n p q npq pq     
ͪवषमता का पǐरघात गणुांक 

 2 2 2

1 3 3 3

2
3
3
2

n p q p q
n p q







   

पथृशुीष[×व 2
4 1 632
2

pq
npq





    

उदाहरण : 1 
एक ͧसÈका 6 बार उछाला जाता है, 4 या 4 से अͬधक ͬच×त आने कȧ ĤाǓयकता £ात 
कȧिजए? 
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हल: एक याǺिÍछक ͧसÈके को उछालने पर ͬचत (सफलता) और पट (असफलता) 

ͬगरने कȧ ĤाǓयकता 
1
2

p q    

4 या अͬधक ͬचत ͬगरने कȧ ĤाǓयकता = 
4 ͬचत ͬगरने कȧ ĤाǓयकता + 5 ͬचत ͬगरने कȧ ĤाǓयकता +6 ͬचत ͬगरने कȧ 
ĤाǓयकता 

 4 ͬचत ͬगरने कȧ ĤाǓयकता 
4 6 4

6
4

1 1
2 2

C


          
 

4 21 115 0.234
2 2
          

 

5 ͬच×त ͬगरने कȧ ĤाǓयकता 
5 6 5

6
5

1 1 0.094
2 2

C


          
 

6 ͬच×त ͬगरने कȧ ĤाǓयकता 6 6 6
6

6
1 1 0 .0 1 6
2 2

C


          
 

 इसͧलए 4 या अͬधक ͬच×त ͬगरने कȧ ĤाǓयकता = 0.234+0.094+0.016=0.344 
उदाहरण: 2 
एक ɮͪवपद बटंन मɅ अͧभĤयोगɉ कȧ संÉया = 6, तथा अͧभĤयोग मɅ सफलता कȧ 
ĤाǓयकता 20% है, तो बटंन का समाÛतर माÚय, Ĥमाप ͪवचलन तथा ͪवचरण £ात 
कȧिजए? 
हल: 6, 20% 0.2, 1 0.2 0.8n p q       

समाÛतर माÚय   6 0.2 1.2np      

Ĥमाप ͪवचलन   6 0.2 0.8 0.98npq       

ͪवचरण  2 6 0.2 0.8 0.96npq       

उदाहरण: 3 
आठ ͧसÈके एक साथ 256 बार उछाले गए । उछाल मɅ आने वाले 'ͬचत का अवलोकन 
ͩकया और Ǔनàनͧलͨखत पǐरणाम ĤाÜत ͩकये गए । Ĥ×याͧशत आविृ×तयाँ £ात कȧिजए 
। सैƨािÛतक बटंन के माÚय व Ĥमाप ͪवचलन £ात कȧिजए । 
ͬचत ͧसÈकɉ कȧ संÉया 0 1 2 3 4 5 6 7 8 
आविृ×त 2 6 30 52 67 56 32 10 1 

हल: 256, 8N n   ͬचत आने (सफलता कȧ ĤाǓयकता) 1 1,
2 2

q   

ͬचत कȧ संÉया 
x 

ĤाǓयकता बटंन 
81 1

2 2 Xp    
 

ĤाǓतͧशत आविृ×त 
.n r n r

rfe N C p q   
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0 0 8
8

0
1 1 1
2 2 256

C             
1 

1 1 7
8

1
1 1 8
2 2 256

C             
8 

2 2 6
8

2
1 1 28
2 2 256

C             
28 

3 3 5
8

3
1 1 56
2 2 256

C             
56 

4 4 4
8

4
1 1 70
2 2 256

C             
70 

5 5 3
8

5
1 1 56
2 2 256

C             
56 

6 6 2
8

6
1 1 28
2 2 256

C             
28 

7 7 1
8

7
1 1 8
2 2 256

C             
8 

8 8 0
8

8
1 1 1
2 2 256

C             
1 

योग 1xp   256ef N    
उदाहरण: 4 
12 पासे 4096 बार फɅ के जाते हɇ । Ĥ×येक फɅ क मɅ 4 ,5 व 6 का ǒबÛद ुआने को 
सफलता तथा 1 , 2 व 3 का ǒबÛद ुआने को असफलता माना जाता है । 0,1,2,3 
..... 12 सफलताओं के ͧलए सैƨािÛतक आविृ×तयाँ £ात कȧिजए । 

हल: 4,5,6 को सफãता माना जाता है अत: 1
2

p    

1,2,3 को असफãता माना जाता है अत: 1
2

q   

12, 4096n N   
121 14096

2 2
   

के ɮͪवपद ͪवèतार से 0,1, 2 ..... 12 सफलताओं कȧ 

सैƨािÛतक आविृ×तयाँ ĤाÜत हɉगी ।  
1 12 66 220 495 792 495 220 66 12 14096

4096 4096 4096 4096 4096 4096 4096 4096 4096 4096 4096
              

सफलता कȧ संÉया सैƨािÛतक आविृ×त 
X    fe 

सफलता कȧ संÉया सैƨािÛतक आविृ×त 
X   fe 

0    1 
1    12 
2    66 
 3    220 

 7   792 
 8   492 
 9   220 
10   66 
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 4    495 
 5    792 
 6    924 

11   12 
12   1 

नोट: वाèतͪवक आविृ×तयɉ कȧ संÉया टुकड़ɉ (Fractions) मɅ नहȣ ंहो सकती जबͩक 
सैƨािÛतक आव×ृतयो कȧ संÉया टुकड़ɉ मɅ आ सकती है, ऐसी िèथǓत मɅ उÛहɅ 
Ǔनकटतम अंक तक पणू[ बनाऐंगे । 

उदाहरण: 5 
ͩकसी उɮयोग मɅ काम करने वाले Įͧमकɉ मɅ से 20% के ͩकसी åयावसाǓयक 
रोग से पीͫड़त होने कȧ सभंावना है । अगर 10 Įͧमकɉ का याǺिÍछक Ǿप से 
चयन ͩकया जाता है तो ĤाǓयकता £ात कȧिजए । (i) ठȤक 2 Įͧमकɉ के रोग 
Ēèत होने कȧ (ii) अͬधकतम 2 åयिÈतयɉ के रोग Ēèत होने कȧ । 

हल: एक Įͧमक के रोĒèत होने कȧ ĤाǓयकता   20 1
100 5

p    

1 41 1
5 5

q p      

2 दो Įͧमकɉ के रोगĒèत होने कȧ ĤाǓयकता 
2 8

10
2

1 4 0.302
5 5

C           
 

(ii) अͬधकतम 2 Įͧमकɉ के रोगĒèत होने कȧ ĤाǓयकता    0 2p p   

 
0 10 1 9 2 8

10 10 10
0 1 2

1 4 1 4 1 4, 0.678
5 5 5 5 5 5

C C C                                   
 

उदाहरण: 6 
एक ɮͪवपद बटंन के माप Ǒदये गए हɇ   20, 4, , ,X n p q   तथा Ĥसरण £ात 

कȧिजए? हल: Ǒदया गया   20, 4X np npq      

15.6 ɮͪवपद बंटन कȧ ͪवशषेताएँ: 
1. यह एक सैƨािÛतक बटंन है जो बनȾलȣ Ĥमेय पर आधाǐरत है । इस ĤाǓयकता बटंन को 

कुल संÉया  N  से गणुा करके Ĥ×याͧशत अहविृ×तयाँ £ात कȧ जाती हɇ। 
2. यह एक खिÖडत बटंन है िजसमɅ सफलताओं कȧ संÉया 1, 2,3,nहोती है । 
3. इसको रेखाͬचğ पर एक आविृ×त बहु भुत (Frequency Polygon) के Ǿप मɅ दशा[या जा 

सकता है ।  
4. इस बटंन का èवǾप p, q तथा n पर आधाǐरत होता है । यǑद p = q तो बटंन पणू[ 

समͧमत (perfectly Symmetrical तथा p q  तो असमͧमत (Asymmetrical) p 
और q असमान होने पर यǑद घातांक (n) का मूãय अ×यͬधक हो तो असमͧमǓत कȧ माğा 
कम होती जाएगी अथा[त ्जैसे–जैसे n मɅ वृͪ ƨ होगी बटंन समͧमǓत कȧ ओर Ĥव×ृत होगा । 
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5. इस बटंन के अचर मूãय इस Ĥकार £ात कर सकत ेहɇ । 
समाÛतर माÚय  X np   

Ĥमाप ͪवचलन npq   
पǐरघात – Ĥथम   0   ; ɮͪवतीय   npq   

ततृीय    npq q p    ; चतुथ[    2 2 23 1 6n p q npq pq     

ͪवषमता का पǐरघात गणुांक    2

1

q p
npq




  

पथृुशीष[×व का माप  2
1 63 pq

npq
 

   

6. åयावहाǐरक जीवन मɅ दैव Ǔनदश[न पर आधाǐरत ɮवÛदा×मक घटनाऐं जैसे ͧसÈका उछालने 
पर ͬच×त या पट आना, जनसंÉया का èğी पǾुष मɅ ͪवतरण आǑद मɅ इस बटंन का Ĥयोग 
ͩकया जाता है ।  

15.7 Üवॉयसन बंटन 
ĥांसीसी गͨणत£ साइमन डेǓनस Üवॉयसन ने 1837 मɅ खिÖडत ĤाǓयकता बटंन का 
सूğपात ͩकया, उÛहȣ ं' के नाम पर इसे Üवॉयसन बटंन भी कहत ेहɇ । यह बटंन Ĥयोग 
तब ͩकया जाता है जबͩक ͩकसी घटना के अãप समयावͬध मे घटने कȧ ĤाǓयकता (p) 
बहु त हȣ कम (शूÛय के लगभग) तथा घटना के न घटने कȧ ĤाǓयकता (q) बहु त 
अͬधक लगभग 1 होती है । दसूरे शÞदɉ मɅ, यह बटंन ऐसी दशाओं मɅ हȣ लाग ूहोता 
है, जो असामाÛय और दलु[भ (rare events) होत ेहɇ  
Ǔनàनͧलͨखत उदाहरण ऐसी घटनाओं के हɇ जहा ँÜवॉयसन बटंन लाग होता है – 
(1) एक बूदं èवÍछ पानी मɅ कȧटाणुओं कȧ संÉया 
(2)   
(3) एक फुटबाल मैच मɅ एक टȣम ɮवारा ĤǓत 5 ͧमनट मɅ ͩकए गए गोलɉ कȧ संÉया 
(4) एक चौराहे पर होने 'वालȣ दघु[टनाओं कȧ संÉया 
(5) ͩकसी शहर मɅ एक वष[ मɅ ͩकसी महामारȣ से मरने वालɉ कȧ संÉया 
सूğ: r सफलता हेत ुǓनàनͧलͨखत सूğ से ĤाǓयकता £ात करत ेहɇ –  

   .
!

m re mp r
r



  

गणन ĤͩĐया: यह एक खिÖडत बटंन है इसमɅ 0,1,2,3,4 .......n सफलताओं कȧ 
उपͧल[ͨखत सूğ ɮवारा ĤाǓयकता करने के ͧलए Ǔनàनͧलͨखत ĤͩĐया अपनायी जाती है । 
(i) सव[Ĥथम समाÛतर माÚय 'm' £ात करत ेहɇ । 

('m' Üवॉयसन बटंन का एक माğ Ĥाचल है, यǑद. नहȣ ंǑदया गया है, तब m=np 
ɮवारा £ात ͩकया जा सकता है) 
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(ii) me  का मान Ǔनकाला जाता है । 
e= गͨणतीय अचर मूãय िजसका मान लगभग 2.7183 होता है ।  

   
1 1 1

log log 2.71832.7183
m

mme
e anti xm

     

   1 Re log 0.4343
0.4343

ciprocal Anti xm
AL xm

      

 Re . 0.4343me ciprocal A L m      

(iii) ͩफर 0,1,2. 3' ..... n सफलताओं के ͧलए सूğ कȧ सहायता से ĤाǓयकताऐं £ात 
करलȣ जाती हɇ ।  

(iv) सभी पदɉ को N से गणुा करके इस बटंन कȧ Ĥ×याͧशत आविृ×तयाँ £ात कर लेत े
हɇ। 

15.8 Üवॉयसन बंटन कȧ ͪवशषेताएँ  
(1) यह भी ɮͪवपद बटंन कȧ भांǓत एक खिÖडत बटंन है । 
(2) यह उन िèथǓतयɉ मɅ हȣ Ĥयोग होता है जबͩक घटनाओं के घटने कȧ ĤाǓयकता (p) 

बहु त कम होती है और n अͬधक होता है।  
(3) समाÛतर मÚय (m=np) हȣ इसका Ĥमुख Ĥाचल है । 
(4) इसका èवǾप असमͧमत होता है तथा समाÛतर माÚय (m) का मूãय बढ़ने से यह 

बटंन दाǑहनी ओर Ĥव×ृत होता है । 
Üवॉयसन बटंन ɮͪवपद बटंन का सीमाÛत Ǿप – Ǔनàन दशाओं मɅ ɮͪवपद बटंन कȧ 
ĤाǓयकता को Üवॉयसन बटंन के आधार पर £ात करɅगे – 
(i) जब अͧभĤयोगɉ कȧ संÉया n अपǐरͧमत Ǿप से अͬधक होती है n    
(ii) जब सफलता कȧ ĤाǓयकता 'p' बहु त कम अथा[त ्शूÛय के Ǔनकट होती है । 
(iii)  जब np=m पǐरͧमत होता है । 

अचर मूãय – Üवॉयसन बटंन के Ǔनàनͧलͨखत अचर मूãय हɇ । 
(i) माÚय =m=np  
(ii) Ĥमापͪवचलन   m   

(iii) पǐरघात – Ĥथम   0   ɮͪवतीय   m   
 ततृीय   m   चतथु[    3 1m m    

(iv) 1
1
m

   

(v) 2
13
m

    

उदाहरण: 7 
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एक शहर मɅ ͩकसी एक वष[ मɅ ऑटो Ĝाईवरɉ ɮवारा होने वालȣ दघु[टनाओं कȧ संÉया का 
Üवॉयसन बटंन है । बटंन का माÚय 3 है । 1000 ऑटो Ĝाईवरɉ मɅ उनकȧ संÉया £ात 
कȧिजए– 
(i) िजनसे वष[ भर मɅ एक भी दघु[टना न घटȣ हो (ii)िजनसे वष[ मɅ 3 से अͬधक 

दघु[टनाएँ घटȣ हो ।  
हल: Üवॉसन बटंन मɅ ĤाǓयकता £ात करने हेत ुसव[Ĥथम समाÛतर माÚय (m) कȧ 
आवæयकता होती है, Ĥæन मɅ m =3 Ǒदया गया है अब 0, 1, 2, 3 या अͬधक 
दघु[टनाओं कȧ ĤाǓयकता शात करने के ͧलए Üवॉयसन बटंन Ǔनàनͧलͨखत सूğ से £ात 
करɅगे – 

(i)  
!

m re mp r
r



  

(ii)  
3 0.30 0.0498
0!

mep e


    

अत: 1000 ऑटो Ĝाईवरɉ मɅ ऐसी संÉया िजनसे एक भी दघु[टना न घटȣ हो =0.0498 
x 1000 =49.8 =50 Ĝाईवर 

(iii)     31 0 0.0498 .1494
1 1
mp p      

    32 1 1.494 .2241
2 2
mp p x x    

    33 2 0.2241 .2241
3 3
mp p x x    

           3 1 3 1 0 1 2 3p r p r p p p p            

   3 1 .0498 0.1494 0.2241 0.2241p r        
= 1–0.6474 = 0.3526 
अत: 1000 Ĝाईवरɉ मɅ से ऐसे Ĝाईवरɉ कȧ संÉया 3 से अͬधक दघु[टनाऐ घटȣ हɉ 
=100x0.3526 =352.6 353m  

उदाहरण : 8 
एक टाईͪपèट 330 पçृठɉ को टाइप करने मɅ Ǔनàनͧलͨखत ğǑुटयाँ ĤǓत पçृठ करता है । 
Üवॉयसन बटंन का Ĥयोग करत ेहु ए सैƨािÛतक आविृ×तयाँ £ात कȧिजए । (Ǒदया गया है 

0.439 0.6447e  )  
ğǑुटयाँ ĤǓतपçृठ : 0 1 2 3 4 
पçृठɉ कȧ संÉया : 214 92 20 3 1 

हल : 
145 0.439
330

fXX
N


    



(397) 
 

 

 
   
   

   

   

   

0.439

0

1

2 1

3 2

4 3

0 0.439

330 0.6447 212.75

212.75 0.439 93.4
0.43993.4 20.5

2 22
0.43920.5 3.0

3 3
0.4393.0 0.33

3 4

mp e e

N p N P O

N p N po m
mN p N p

mN p N p

mN p N p

   

    

    

    

    

    

 

अत: सैƨािÛतक आविृ×तयाँ इस Ĥकार हɉगी – 
ğǑुटयाँ ĤǓतपçृठ. 0 1 2 3 4 
पçृठɉ कȧ संÉया : 212.75 93.40 20.5 3.0 0.33 
उदाहरण : 9 
ͩकसी Üवॉयसन बटंन का माÚय 2.56 है । बटंन के अÛय अचर मूãय £ात कȧिजए?  
हल: Ǒदया गया है – माÚय (Mean)m = 256 
अत: Ĥमाप ͪवचलन   2.56 1.6    
पǐरघात: Ĥथम पǐरघात   0   ɮͪवतीय पǐरघात   2 2.56    
ततृीय पǐरघात    2.56m m    
चतथु[ पǐरघात      3 1 2.56 7.68 1 22.221m m       

1

2

1 1 0.3906
2.56

1 13 3 3.3906
2.56

m

m





  

      

15.9 ĤसामाÛय बंटन  
ĤसामाÛय बटंन एक अखिÖडत बटन है । यह वह सरल समͧमत वĐ है जो ɮͪवपद 
बटंन  np q  के ͪवèतार से ĤाÜत होता है । यǑद ɮͪवपद बटंन  np q  मɅ n 
(घातांक) का मान अनÛत हो तो ǒबÛद ु रेखापğ पर सभी ǒबÛदओंु को अंͩकत करने से 
एक पणू[ समͧमत वĐ बनेगा । यहȣ अखिÖडत समͧमत वĐ ɮͪवपद बटंन का सीमाÛत 
Ǿप है जबͩक n का मान अनÛत तथा p व q मɅ से कोई भी बहु त कम न हो । 
ĤसामाÛय बटंन के वĐ का आधार घटंȣनमुा होता है । यह बटंन सैƨािÛतक आविृ×त 
बटनɉ मɅ सबसे अͬधक उपयोगी व मह××वपणू[ बटंन है । यह आधुǓनक सांिÉयकȧ कȧ 
आधारͧशला है । इस बटंन को ͪवकͧसत करने मɅ 18वीं शताÞदȣ के गͨणत£ काल[ गॉस 
का मह×वपणू[ योगदान है अत: इस बटंन को गॉØसयन बटंन भी कहत ेहɇ । 
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उदाहरण : यǑद 12 ͧसÈके उछाले जाये और 1

2
p q   हो तो ɮͪवपद बटंन के 

आधार पर एक बारह भुजाओं वाला आविृ×त बहु भुज बनेगा । परÛत ुयǑद 50,000 
ͧसÈके एक साथ उछाले जाये व पǐरणाम को रेखाͬचğ पर अंͩकत ͩकया जाये तो यह 
एक पणू[ सरल समͧमत वĐ बनेगा, जो ĤसामाÛय बटंन का वĐ होगा ।  

15.10 ĤसामाÛय वĐ कȧ ͪवशषेताएँ  
1. यह एक पणू[ समͧमत वĐ है, इसकȧ आकृǓत घटंाकार होती है । इस बटंन मɅ दोनɉ ͧसरɉ 

पर आविृ×तयाँ कम व केÛġ मɅ अͬधक होती हɇ । 
2. ĤसामाÛय बटंन एक सतत / अखिÖडत चर मूãयɉ का बटंन होता है । 
3. इस वĐ का एक हȣ शीष[ ǒबÛद ुहोता है अत: यह एक–बहु लकȧय (Unimodel) वĐ है। 
4. इस वĐ के दोनɉ ͧसरे आधार रेखा के Ǔनकट होत ेहɇ ͩकÛत ुकभी नहȣ ंछूत े। सैƨािÛतक 

Ǿप से यह दोनɉ Ǒदशाओं मɅ अनÛत कȧ ओर (Infinity) अĒसर होता है। 
5. इस वĐ मɅ समाÛतर माÚय, बहु लक और मÚयका  X M Z   तीनɉ बराबर होत ेहɇ । 

6. इसमɅ Ĥथम और ततृीय चतुथ[कɉ का मÚयका से अÛतर समान होता है । 
   3 1Q M m Q     

7. ĤसामाÛय वĐ का माÚय ऋणा×मक, धना×मक अथवा शूÛय कोई भी संÉया हो सकती है। 
8. यह एक पणू[ समͧमत वĐ है इसमɅ ͪवषमता नहȣ ंहोती है । 
9. इस बटंन के समाÛतर माÚय और Ĥमाप ͪवचलन दो Ĥाचल हɇ, िजनकȧ सहायता से परूा 

बटंन ͧलखा जा सकता है । 
10. Ĥमाप ͪवचलन इस चĐ कȧ चौड़ाई को Ǔनधा[ǐरत करता है । यǑद Ĥमाप ͪवचलन कम है तो 

वĐ कȧ चौड़ाई कम तथा Ĥमाप ͪवचलन अͬधक है तो वĐ कȧ चौड़ाई अͬधक होगी  
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11. इसका चतथु[क ͪवचलन या अध[ अÛतर चतुथ[क ͪवèतार सàभाåय ͪवħम के बराबर 

होता है । जो Ĥमाप ͪवचलन का लगभग 2/3 होता है । 
. . 0.6745Q D   

12. इसके Ĥमाप ͪवचलन, माÚय ͪवचलन तथा चतथु[क मɅ Ǔनàनͧलͨखत सàबÛध है– 
4 5 6 .Q D    

13. यह एक सतत ĤाǓयकता बटंन है अत: इसका कुल ¢ेğफल 1 होता है । ¢ेğफल कȧ 
ĤाǓयकता है, इसके माÚय के दोनɉ ओर बायीं व दांयी ओर का ¢ेğफल बराबर याǓन 
05 , 0.5 होता है । 

14. ĤसामाÛय वĐ पणू[ समͧमत वĐ होता है, अत: इसके सभी ͪवषम पǐरघात शूÛय होते 
हɅ, ͪवषमता भी शूÛय होती हɇ और पथृशुीष[×व (Kurtosis) का मान 3 होता है तथा 
ये मÚय शीष[ वाले (Mesokurtic) होते हɇ । 

15. एक ĤसामाÛय वĐ को मानक ĤसामाÛय वĐ मɅ ǾपाÛतǐरत कर सकत ेहɇ, ĤसामाÛय 
वĐ का चर X, समाÛतर माÚय  तथा Ĥमाप ͪवचलन   को मानक ĤसामाÛय 
वĐम मɅ ǾपाÛतǐरत करने के बाद मानक ĤसामाÛय वĐ के चर Z समाÛतर माÚय 
=4 तथा Ĥमाप ͪवचलन  =1 हो जाता है । 

16. ĤसामाÛय दैव चर के ͧलए ĤाǓयकता ¢ेğफल के आधार पर £ात कȧ जा सकती है 
अथा[त ्¢ेğफल हȣ ĤाǓयकता होती है ।, 

(i) 1   के अÛतग[त ĤसामाÛय वĐ का 68.26%¢ेğफल आ जाता है । 

(ii) 2  के अÛतग[त ĤसामाÛय वĐ का 95.44% ¢ेğफल आ जाता है । 

(iii) 3  के अÛतग[त ĤसामाÛय वĐ का 99.72% ¢ेğफल आ जाता है । 
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ĤसामाÛय वĐ के अधीन ¢ेğ (Area under the normal curve) 
माÚय कोǑट से 
दरूȣ(Ĥमाप ͪवचलन  
 इकाईयɉ मɅ)  
 

बांई ओर के 
¢ेğफल का 
अनपुात 

दाǑहनी ओर के 
¢ेğफल का 
अनपुात 

माÚय–कोǑट से दोनɉ ओर के 
¢ेğफल का सàपणू[ ¢ेğफल से 

अनपुात व 

   ĤǓतशत  

0.5  .19146 .19146 .38292 या 38.29% 
0.6745 .25000 .25000 .5000 या 50% 
1.0    .34134 .34134 .68268 या 68.27 %

 1.96 .47500 .47500 .95000या95% 
2.0 .47725 .47725 .95450 या 95.45% 

2.5758 .49500 .49500 .99000 या 99% 

3.0 .49865 .49865 .99730 या 99.73% 

ĤसामाÛय बटंन के अधीनèथ ¢ेğफल 

 
15.11 मानक ĤसामाÛय वĐ (The Standard Normal Curve)  

ĤसामाÛय बटंन हेत ु दो Ĥाचल x  व आवæयक हɇ िजनसे परूा बटंन Ĥèतुत कर 
सकत ेहɇ । ĤसामाÛय वĐ के अधीनèथ ͪवͧभÛन ¢ेğ सारणी रो £ात ͩकये जा सकते 
हɇ, लेͩकन Ĥ×येक माÚय व Ĥमाप ͪवचलन के ͧलए पथृक ĤसामाÛय वĐ आसंजन 
करना होगा अथा[त ्हर बार नई रचना करनी होगी, अÛयथा ĤाǓयकता का पǐरकलन 
नहȣ ंͩकया जा सकता । इस कǑठनाई को दरू करने के ͧलए सभी Ĥकार के ĤसामाÛय 
वĐɉ को मानक ĤसामाÛय वĐ मɅ ǾपाÛतǐरत कर Ǒदया जाता है । त×पæचात ् केवल 
एक हȣ वĐ के आधार पर ĤाǓयकता (¢ेğफल) Ǔनधा[ǐरत करना सरल होता है । 

X Xz

   

 x   x  x 
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मानक ĤसामाÛय वĐ का माÚय शूÛय (0) तथा Ĥमाप ͪवचलन 1 होता है । इसका 
शीष[ ǒबÛद ुशूÛय पर िèथत होता है Èयɉͩक इसके बहु लक = मÚयका = माÚय = 0 
होत ेहɇ । इसका चर Z कहलाता है तथा अÛय सभी ͪवशेषताएँ ĤसामाÛय वĐ कȧ भाँǓत 
हȣ होती हɇ। 
मानक ĤसामाÛय चर मɅ पǐरवǓत[त करना – 

Z का ǾपाÛतरण सूğ X Xz



  

 
Z = –1 या –2 अथा[त Negative भी हो सकता है । Z के ऋणा×मक मूãय का अथ[ 
होता है माÚय के बांयी होर जबͩक Z के धना×मक मूãय का अथ[ होता माÚय के दांयी 
ओर । लेͩकन Z के ऋणा×मक मूãय के कारण ĤाǓयकता को ऋणा×मक नहȣ ंकर दे, 
Èयɉͩक ¢ेğफल (ĤाǓयकता) कभी भी ऋणा×मक नहȣ ंहो सकता । 

15.12 ĤसामाÛय वĐ से ĤाǓयकता £ात करना 
1. सव[Ĥथम एक रफ ͬचğ बनाकर मÚय मɅ समाÛतर माÚय ͧलख लɅ । 

2. अब x के मूãयɉ को सूğ कȧ सहायता से Z मɅ ǾपाÛतǐरत करɅ । 
3. ͩफर (आगे Z table) दȣ गई सारणी मɅ मानक ĤसामाÛय वĐ के अÛतग[त 

¢ेğफल £ात करɅगे । यह ¢ेğफल हȣ ĤाǓयकता है । 
उदाहरण : 10 
x सतत ्याǺिÍछक चर है ओर उसका बटंन ĤसामाÛय है िजसका माÚय 485 है और 
Ĥमाप ͪवचलन 23 है । ͩकतनी ĤǓतशत इकाइया ँǓनàनͧलͨखत के मÚय िèथत हɉगी – 
(i) 450 और 485 के मÚय (ii) 450 और 500 के बीच 
(iii) 450 से कम (iv) 500 और 531 के बीच 
(v) 531 से अͬधक 
हल : 
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Ǒदया गया है 485; 23X    
(i) 450 और 485 के मÚय मूãयɉ का ĤǓतशत 

450 485; 1.52
6 23

X XZ  
    

2
485 485 0

23
Z 

   

1.52 और 0 के मÚय का ¢ेğफल =0.4357 या 43.57 % 
450 और 465 के मÚय 43.57% मूãय िèथत है । 

(ii) 450 ओर 500 के बीच के मूãयɉ का ĤǓतशत – 

1 2
450 485 500 4851.52; 0.65

23 23
Z Z 

      

1.52 से माÚय कोǑट याǓन '0' का ¢ेğ = 0.4357 
0 से 065 तक का ¢ेğफल = 0.2422  
अत: कुल ¢ेğफल = 0.4357+0.2422=0.6779 
450 से 500 के बीच 67.79% मूãय है । 

(iii) 450 से कम मूãयɉ का ĤǓतशत – 23 

1
450 485 1.52

23
Z 

    

माÚय कोǑट '0' से –1.52 तक का ¢ेğ = 0.4357 
दसूरे अथ[ भाग का ¢ेğफल =0.5000 
 1.52 से पवू[ बांयी ओर का ¢ेğफल =0.5000 – 0.4357 = 0.0643 
अत: 450 से कम मूãयɉ का ĤǓतशत =6.43% 

(iv) 500 और 531 के बीच के मूãय का ĤǓतशत – 

1
500 485 0.65

23
Z 

    का ¢ेğफल 0.2422 

1
500 485 2.0

23
Z 

   का ¢ेğफल 0.4772 

0.65 से + 2 के बीच का ¢ेğफल = 0.4772–.2422=2350 
अत: 500 से 531 के बीच मूãयɉ का ĤǓतशत = 23.50% 
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(v) 531 से अͬधक मूãयɉ का ĤǓतशत ––  
531 485 2

23
Z 
   

2Z   तक का ¢ेğफल =0.4772 
दाǑहने अध[ भाग का ¢ेğफल = 0.5000 
Z=2 से अͬधक वाले भाग का ¢ेğफल = .5000–.4772 =0.228 
531 से अͬधक 2.28% मूãय है । 

उदाहरण : 11 
एक ĤसामाÛय बटंन िजसके ͩक 20% मूãय 45 से कम है तथा 150% 
मूãय 70 से अͬधक है, इस बटंन का समाÛतर माÚय तथा Ĥसरण £ात 
कȧिजए?  

हल : 2 ?, ?X    
X XZ



  

 
 0.35 1.04;Z p      0.30 0.84Z p     

701.04 1.04 70X X XZ X 
 
 

      
 

 (1) 

450.84 0.84 45X X 



    
   

 (2) 

 
समीकरण (1) मɅ से (2) को घटाने पर 1.88  =45 

 =13.30 
 का मान समीकरण (1) मɅ रखने पर 

13.83 70x    
5 6 .1 7x   

अत: Ĥसरण    22 13.3 176.89     
माÚय = 56.17 
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15.13 ĤसामाÛय–वĐ आसंजन (Fitting of Normal Curve) 
ĤसामाÛय–वĐ के आसजंन का आशय है Ǒदए गए वĐ को ĤसामाÛय मानने पर 
Ĥ×याͧशत आविृ×तयाँ £ात करना । इसकȧ Ǔनàनͧलͨखत दो ͪवͬधया ँहɇ – 
(1) कोǑट – अ¢ ͪवͬध (Method of ordinates)  
(2) ¢ेğफल ͪवͬध (Method of Areas) 
(1) कोǑट – अ¢ ͪवͬध 

(i) सव[Ĥथम मÚय ǒबÛद ु£ात करɅ (ii) ͩफर मÚय ǒबÛद ु हेत ु X XZ



 £ात 

करɅ। 

(iii)   2 /21
2

Zf Z e


  ǓनकालɅ 
1 0 3989
2

   
 

 होता है । 

(iv)   Nif Z


  सɅ गणुा करके आविृ×तयाँ £ात करɅ । 

(2) ¢ेğफल ͪवͬध 
ĤसामाÛय वĐ के अÛतग[त ¢ेğफल सàबÛधɉ का Ĥयोग करके भी ĤसामाÛय बटंन 
आसंजन ͩकया जा सकता है । 
(i) इसमɅ सव[Ĥथम ¢ेğफल (ĤाǓयकता) करत ेहɇ । 
(ii) ͩफर ¢ेğफल (ĤाǓयकता) को कुल आविृ×त (N) से गणुा करके 'Ĥ×याͧशत 

आवǓृतयाँ £ात करलȣ जाती हɇ । 

15.14 सारांश (Summary)  
जब वाèतͪवक आविृ×त बटंन ĤाÜत करना अͬधक खचȸला या असंभव हो तो सैƨािÛतक 
आविृ×त बटंन उनके èथानापğ का काय[ करत े हɇ । सैƨािÛतक आविृ×त बटंन मɅ 
आविृ×त बटंन को माÛयताओं के आधार पर गͨणतीय Ǿप मɅ अनमुाǓनत ͩकया जाता है 
। इन माÛयताओं के अÛतग[त समकंɉ कȧ Ĥविृ×त तथा भावी पवूा[नमुान कȧ सहायता से 
Ǔनण[य लेने मɅ सरलता रहती है । खिÖडत ĤाǓयकता बटंन मɅ ɮͪवपद बटंन तथा 
Üवॉयसन बटंन तथा सतत ĤाǓयकता बटंन मɅ ĤसामाÛय बटंन को शाͧमल करत ेहɇ । 
ɮͪवपद बटंन ɮवÛदा×àक ͪवकãपɉ के एक समूह कȧ ĤाǓयकता को Ĥèतुत करता है । 
इसमɅ अͧभĤयोगɉ n कȧ संÉया पǐरͧमत (सामाÛयतया 20n  ) होती है । Ĥ×येक 
अͧभĤयोग के दो परèपर अपवजȸ पǐरणाम होत ेहै जो आपस मɅ èवतंğ होत ेहɇ । यǑद 
इस बटंन कȧ माÛयताएँ परूȣ हɉ तो, n अͧभĤयोगो मɅ,r सफलता ĤाÜत करने का सूğ हɇ 
  n r n r

rp r C p q     
p का मान 0 से 1 के मÚय है । 
ɮͪवपद बटंन के ͪवͧभÛन पदɉ के संÉया×àक गणुांक पाèकल ǒğभुत से भी देखे जा 
सकत ेहɇ । 
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Üवॉयसन बटंन ऐसी िèथǓत मɅ लाग ूहोता है जहा ँघटनाऐं असामाÛय तथा दलु[भ हɉ । 
इसका èवǾप असमͧमत होता है तथा Ĥमुख Ĥाचल समाÛतर माÚय है । इसमɅ r 
सफलता हेत ुǓनàनांͩकत सूğ से ĤाǓयकता £ात करत ेहɇ । 

  .
!

m re mp r
r



  

 Re . . . .4343me c A L m      
ĤसामाÛय बटंन आधुǓनक सांिÉयकȧ कȧ आधारͧशला है जो एक अखिÖडत बटंन है । 
यह वह सरल समͧमत वĐ है जो ɮͪवपद बटंन  np q  के ͪवèतार से ĤाÜत होता 
है । इस वĐ मɅ समाÛतर माÚय, बहु लक तथा मÚयका तीनɉ बराबर होत े हɇ । यह 
दोनɉ Ǒदशाओं मɅ अनतं कȧ ओर अĒसर घÖटाकार Ǿप मɅ होता है । समाÛतर माÚय 
तथा Ĥमाप ͪवचलन इसके दो Ĥमुख Ĥाचल हɇ । एक ĤसामाÛय वĐ को मानक 
ĤसामाÛय वĐ मɅ ǾपाÛतǐरत कर सकत ेहɇ । मानक ĤसामाÛय वĐ का माÚय शूÛय 
तथा Ĥमाप ͪवचलन 1 होता है । इसका शीष[ ǒबÛद ु0 पर िèथत होता है । इसका चर 
Z कहलाता है, जो ऋणा×मक भी हो सकता है । ĤसामाÛय वĐ आसंजन कȧ दो 
ͪवͬधया ँहɇ । (i) कोǑट अ¢ ͪवͬध (ii) ¢ेğफल ͪवͬध  

15.15 शÞदावलȣ (Glossary) 
अवलोͩकत आविृ×त बटंन : जब एक आविृ×त बटंन कȧ आविृ×तयाँ वाèतͪवक 
अवलोकनɉ पर आधाǐरत हɉ तो उसे अवलोͩकत आविृ×त बटंन कहत ेहɇ । 
सैƨािÛतक आविृ×त बटंन ऐसे आविृ×त बटंन िजÛहɅ वाèतͪवक अवलोकनɉ या Ĥयोगɉ 
ɮवारा ĤाÜत न करके कुछ पवू[ Ǔनिæचत माÛयताओं के आधार पर गͨणतीय Ǿप मɅ 
अनमुाǓनत ͩकया जाता है ।  
खिÖडत दैव चर : जब ͩकसी दैव चर के पǐरणाम Ǔनिæचत अंतर पर हȣ ĤाÜत हɉ । 
सतत ्चर : ऐसा दैव चर जो ͩक Ǔनिæचत सीमाओं के अंदर कुछ भी हो सकता है । 
ɮͪवपद बटंन : ऐसा खिÖडत ĤाǓयकता बटंन जो ɮवÛɮवा×मक ͪवकãपɉ के एक समूह 
कȧ ĤाǓयकता Ĥèतुत करता है । 
Üवॉयसन बटंन : ऐसा बटंन जो ͩकसी घटना के अãप समयावͬध मɅ घटने कȧ ĤाǓयकता 
(p) बहु त कम (शूÛय के लगभग) एव ं न घटने कȧ ĤाǓयकता (q) बहु त अͬधक 
(लगभग 1) होने पर ĤयÈुत होता है ।  
ĤसामाÛय बटंन : एक अखिÖडत बटंन जो सरल समͧमत वĐ है तथा ɮͪवपद बटंन 

 np q  के ͪवèतार से ĤाÜत होता है, िजसका आकार घÖटȣनमुा होता है । 
ĤसामाÛय वĐ : आसजंन: इसका अͧभĤाय Ǒदए गए वĐ को ĤसामाÛय मानने पर 
Ĥ×याͧशत आविृ×तयाँ £ात करना है । 
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15.16 èवपरख Ĥæन अßयास (Self–Assessment Questions 
Exercise)  

1. .ĤाǓयकता बटंन से आपका Èया ता×पय[ है? 
2. ɮͪवपद बटंन कȧ माÛयताओं का उãलेख कȧिजए? 
3. Üवांयसन बटंन कȧ Ĥमुख ͪवशेषताओं का उãलेख कȧिजए? 
4. मानक ĤसामाÛय वĐ को समझाइये । 
5. ĤसामाÛय बटंन का अथ[ èपçट करत ेहु ए इसकȧ ͪवशेषताओं का उãलेख कȧिजए । 
6. ĤसामाÛय बटंन के उस ¢ेğ को बताइये जो ͩक 2  को आÍछाǑदत करता है । 
7. Üवॉयसन बटंन को उदाहरण सǑहत पǐरभाͪषत कȧिजए । इसकȧ गणन ĤͩĐया एवं 

Üवॉयसन बटंन–ɮͪवपद बटंन का सीमांत Ǿप को समझाइये ।  

15.17 आंͩकक Ĥæन (Numerical Questions)  
1. छ: पासे 729 बार फɅ के जात ेहɇ । ͩकतनी बार कम से कम तीन पासɉ पर पाँच या छ: 

आने कȧ Ĥ×याशा है? (उ×तर. 233) 
2. ɮͪवपद बटंन का माÚय 20 तथा Ĥमाप ͪवचलन 4 है । n , p तथा q कȧ गणना 

कȧिजए? 
(उ×तर: n=100 , p = 0.2 , 9 = 0.8)  

3. वह ɮͪवपद बटंन £ात कȧिजए िजसका माÚय 12 तथा Ĥमाप ͪवचलन 3 है । 
(उ×तर : n=48 , p=1/4) 

4. वह ɮͪवपद बटंन £ात कȧिजए िजसका माÚय 9 एव ंĤसरण 2.25 है । 
(उ×तर : n= 12 , 3

4p  ) 

5. एक ऐसे ɮͪवपद बटंन के ͧलये िजनमɅ 7
10p   तथा n = 60 है, Ǔनàनांͩकत माप 

Ǔनकाͧलये 
(क) माÚय (ख) Ĥमाप ͪवचलन (ग) ͪवषमता का पǐरघात गणुांक (घ) शीष[×व माप ।  
(उ×तर : (क) 42 (ख) 3. 55 (ग) ––1127 (घ) 2.9794) 

6. छ: ͧसÈके 6400 बार उछाले जात े हɇ । Üवॉयसन बटंन का Ĥयोग करके यह £ात 
कȧिजए ͩक छ: ͬच×त X बार ĤाÜत करने कȧ सàभाͪवता Èया है? (उ×तर : 

100.100100,
1

em
 




) 

7. Ǔनàनांͩकत अवलोकनɉ के समÍुय पर Üवॉयसन बटंन का अÛवायोजन करत े हु ए 
सैƨािÛतक आविृ×तयɉ का पǐरकलन कȧिजए  5 0.6065e   
म×ृयु 0 1 2 3 4  
आविृ×त 122 60 15 2 1  
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(उ×तर 121, 61 , 15 , 3 , 0) 
8. यǑद ͩकसी कàपनी ɮवारा Ǔनͧम[त ǒबजलȣ के बãबɉ मɅ 2 ĤǓतशत दोषपणू[ होते हɇ, तो 

200 बãबɉ के ĤǓतदश[ मɅ (क) 2 से कम बãबɉ, तथा (ख) 3 से अͬधक बलɉ के 
दोषपणू[ होने कȧ ĤाǓयकता £ात कȧिजए । (Ĥद×त 4 0.0183e  ) 

(उ×तर m=4 (क)  2 0.0915p     (ख)   0 1 2 33 1{ ) 0.5669)p x p p p p       
9. एक ĤसामाÛय बटंन मɅ ठȤक 70% वèतुएँ 35 के नीचे तथा 89% वèतुएँ 63 के नीचे 

हɇ । बटंन का माÚय तथा Ĥमाप ͪवचलन Èया होगा? 
(उ×तर: 50.29, 10.36X   )  

10. ͧ सपाǑहयɉ कȧ औसत ऊँचाई 68.22'' है और Ĥसरण 10.8'' है । 1000 ͧसपाǑहयɉ के 
दल मɅ ͩकतने ͧसपाǑहयɉ को आप 72'' से अͬधक लàबा होने कȧ Ĥ×याशा करत ेहɇ । 
(उ×तर : 125) 

15.18 उपयोगी पुèतकɅ  : (Further Readings)  
1. Arora , P.N. and Arora S. Statistics, S. Chand & Sons, New Delhi 

. 
2. Gupta, S.P., Statistical Methods, Sultan Chand &Sons, New Delhi  
3. Sancheti , D.C. and Kapoor , V.K.Statistics (Theory , Methods and 

Application), Sultan Chand & Sons , New Delhi . 
4. नागर, कैलाशनाथ, सांिÉयकȧ के मूल त××व, मीना¢ी Ĥकाशन, मेरठ । 
5. शमा[, जैन. पारȣक, सांिÉयकȧ, रमेश बकु ͫडपो, जयपरु । 
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इकाई : 16 पǐरकãपना परȣ¢ण  (t,Z)(Test of 
Hypothesis)  (t, Z) 

इकाई कȧ Ǿपरेखा 
16.0 उƧेæय 
16.1 Ĥèतावना 
162 èटूडेÖट कȧ टȣ–परȣ¢ण 
16.3 t–बटंन कȧ ͪवशेषताएँ  
16.4 t–परȣ¢ण कȧ माÛयताएँ 
16.5 èवातंŧय कोǑटया ँ
16.6 t बटंन के Ĥयोग 
16.7 ͩफशर का Z परȣ¢ण 
16.8 Z–परȣ¢ण के Ĥयोग 
16.9 साराशं 
16.10 शÞदावलȣ 
16.11 èवपरख Ĥæन/अßयास 
16.12 आंͩकक Ĥæन 
16.13 उपयोगी पèुतकɅ   

16.0 उƧेæय 
इस इकाई के अÚययन के बाद आप इस योÊय हो सकɅ गे ͩक :– 

 छोटे ĤǓतदशȾ हेत ुपǐरकãपना परȣ¢ण का पǐरचय ĤाÜत कर सकɅ  । 
 èटूडेÖट के टȣ–परȣ¢ण का अथ[, ͪवशेषताएँ एव ंमाÛयताएँ समझ सकɅ  । 
 èवातंŧय कोǑटया ँएव ंt बटंन के Ĥयोग उदाहरण सǑहत समझ सकɅ  । 
 ͩफशर के Z परȣ¢ण का अथ[ एव ंĤयोग समझ सकɅ  ।  

16.1 Ĥèतावना  
छोटे ĤǓतदशȾ (n>30) व का ĤǓतचयन बटंन ĤसामाÛय नहȣ ं होता है और छोटे 
ĤǓतदशȾ के माÚय और Ĥमाप ͪवचलन को समĒ के माÚय और Ĥमाप ͪवचलन के 
सवȾ×तम आकल के Ǿप मɅ ĤयÈुत नहȣ ंͩकया जा सकता है । अत: छोटे ĤǓतदशȾ के 
ͧलए अलग ͪवͬधयɉ का Ĥयोग ͩकया जाता है । लघ ुĤǓतदश[ ͪवæलेषण मɅ हमारा Ĥधान 
उƧेæय Ĥाचल मूãय का अनमुान लगाना नहȣ ंहोता वरन ्केवल यह मालमू करना होता 
है ͩक ĤǓतचयन के अवलोͩकत मूãय और Ĥाचल मूãय का अÛतर ĤǓतचयन 
उÍचावचनɉ के कारण उ×पÛन हुआ है अथवा नहȣ ं। छोटे ĤǓतदशȾ मɅ साथ[कता परȣ¢ण 
इस माÛयता पर आधाǐरत है ͩक वह समĒ िजसमɅ से ĤǓतदश[ का चयन ͩकया गया हे, 
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वह ĤसामाÛय हो। यǑद मूल समĒ ĤसामाÛय बटंन से कुछ ͧभÛन भी है तो लघ ु
ĤǓतदश[ कȧ साथ[कता परȣ¢ाऐं यथोͬचत Ǿप से लाग ूहोती हɇ । परÛत ुमूल समĒ के 
अ×यͬधक असमͧमत –U या J का आकार का होने पर छोटे ĤǓतदशȾ मɅ साथ[कता 
परȣ¢ण कȧ ͪवͬधयɉ को ͪवæवसनीय नहȣ ंमाना जा सकता । 
हम यहा ँछोटे ĤǓतदशȾ मɅ साथ[कता परȣ¢ण हेत ुĤमुख Ǔनàनͧलͨखत दो परȣ¢णɉ को 
समझɅगे – 
1. èटूडेÖट का टȣ–परȣ¢ण 2. ͩफशर का जेड–परȣ¢ण  

16.2 èटूडÖेट का टȣ–परȣ¢ण (Student’s t–distribution) 
t – बटंन छोटे आकार के ĤǓतदशȾ कȧ साथ[कता परȣ¢ण हेत ुĤयोग मɅ ͧलया जाता है । 
t– बटंन के ĤǓतपादन का Įेय डबͧलन कȧ एक Ĥͧसƨ मɮय Ǔनमा[ण ͧशला ͬगनीस के 
सांिÉयकȧ सलाहकार–ͪवͧलयम सीलȣ गौसेट (W.S. Gosset) को है । िजÛहɉने अपने 
उपनाम ‘èटूडेÖट' से इसे Ĥकाͧशत कराया । 
t – परȣ¢ण Ǔनàनͧलͨखत पǐरिèथǓतयɉ मɅ काम मɅ लाया जाता है – 
(i) जब ĤǓतदश[ का आकार 3० या 3० से कम हो । (n 30) 
(ii) जब समĒ का Ĥमाप ͪवचलन £ात न हɉ । 
(iii) जब समĒ का बटंन एक ĤसामाÛय बटंन हो ।  

16.3 t– बंटन कȧ ͪवशषेताएँ (Characteristics of t–distribution) 
1. Ĥ×येक 't' बटंन एक समͧमत बटंन होता है ]ग़रै उसका माÚय भी शूÛय होता है तथा 

Ĥमाप ͪवचलन 1 होता है । 
2. t– बटंन का ͪवèतार भी – ∞ से +∞ तक होता है । 
3. Ĥ×येक ĤǓतदश[ आकार (n) के ͧलए एक पथृक ‘t' बटंन होता है । इसका भी ĤसामाÛय 

बटंन कȧ भाँǓत एक पǐरवार है । अत: एक मानक 't' व बटंन £ात करत ेहɇ । 
4. t बटंन केÛġ मɅ अͬधक सपाट या चपटे शीष[ वाला होता है और उसके दोनɉ ͧसरे 

अͬधक ऊँचे होते हɇ । 
5. Ĥ×येक 't' बटंन एक ĤाǓयकता बटन है अत: इसका कुल ¢ेğफल 1 होता है । 
6. इसमɅ जैसे–जैसे n का मान बढ़ता जाता हे, यह भी ĤसामाÛय वĐ का आकार लेने 

लगता है, जैसे–जैसे n का मान 30 से बड़ा होता जाता है, t वĐ तथा ĤसामाÛय बटंन 
मɅ अंतर समाÜत होता जाता है । 

7. वĐ का उÍचतम ǒबÛद ुt =0 अथा[त ्माÚय पर िèथत होता है । 
8. t– बटंन मɅ Ĥसरण Ĥमाͪपत ĤसामाÛय बटंन कȧ अपे¢ा अͬधक होता है । 

16.4 t– परȣ¢ण कȧ माÛयताएँ (Assumptions of t–test) 
1. ĤǓतदश[ का चयन याǺिÍछक Ǿप से ͩकया गया है । 
2. मूल समĒ िजसमɅ से छोटे ĤǓतदश[ का चयन ͩकया गया है ĤसामाÛय है । 
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3. समĒ का Ĥमाप ͪवचलन £ात नहȣ ंहै । 

16.5 èवातंŧय कोǑटयाँ (Degrees of Freedom) 
t–èवातंŧय कोǑटयɉ पर आधाǐरत है । छोटे ĤǓतदशȸ मɅ èवातंŧय कोǑटयɉ के पǐरकलन 
कȧ आवæयकता होती है । इन कोǑटयɉ से आशय समकं Įेणी के ऐसे वगȾ से है 
िजनकȧ आविृ×तयाँ èवतÛğ Ǿप से £ात कȧ जा सकती हɇ । 

èवातंŧय कोǑटया ँ(d.f.)= n–1 
एक सारणी मɅ èवातंŧय कोǑटया ँ(d.f)=(r–1) (C–1) 
r= पिंÈतयɉ कȧ संÉया 
C= èतàभɉ कȧ संÉया 

16.6 t – बंटन के Ĥयोग (Application of the t–Distribution) 
t – परȣ¢ण मɅ हम अब Ǔनàनͧलͨखत परȣ¢ण समझɅगे – 

1. लघ ुĤǓतदश[ के माÚय कȧ साथ[कता जाँच 
2. दो लघ ुĤǓतदशɟ के माÚयɉ के अंतर का साथ[कता–परȣ¢ण 
3. अÛतर परȣ¢ण 
4. सह सàबÛध गणुांक कȧ साथ[कता परȣ¢ण 
1. लघ ु ĤǓतदश[ के माÚय कȧ साथ[कता जाचँ (Testing the significance of the 

mean in small sample) 
छोटे ĤǓतदश[ के समाÛतर माÚय कȧ साथ[कता जाँच हेत ुभी बड़ ेĤǓतदशɟ मɅ अपनायी 
ĤͩĐया हȣ अपनायी जाती है, केवल अÛतर यह है ͩक छोटे ĤǓतदशȾ मɅ Z – आमाप के 
èथान पर t – मूãय का Ĥयोग ͩकया जाता है । सं¢ेप मɅ t – परȣ¢ण ĤͩĐया इस 
Ĥकार है :– 
सव[Ĥथम, 
(i) शूÛय पǐरकãपना ;aH x    
अथा[त x  और मɅ कोई साथ[क अÛतर नहȣ ंहै । 

 
(ii) ͩफर साथ[कता èतर का Ǔनधा[रण करत े हɇ, सामाÛयतया 5%या 1%èतर पर 

परȣ¢ण ͩकया जाता है ।  
(iii) छोटे ĤǓतदशɟ मɅ समĒ का Ĥमाप ͪवचलन £ात नहȣ ं होता है अत: ĤǓतदश[ के 

Ĥमाप ͪवचलन S के आधार पर आकलन करत ेहɇ ।  
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



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 (d x  से ͪवचलन) 

(iv) t – परȣ¢ण  
xt n

S


  

यǑद ĤǓतदश[ के Ĥमाप ͪवचलन £ात करने मɅ हर (n – 1) का Ĥयोग न 
ͩकया गया हɉ, बिãक n का हȣ Ĥयोग ͩकया हो तो  

1xt n
S


   

(v) t का सारणी मूãय (ĐािÛतक मान) – 
t = सारणी से èवातंŧय कोǑटयɉ कȧ सहायता से (V=n–1) एक Ǔनिæचत साथ[कता 
èतर (सामाÛयतः 5% व या 1%) पर ĐािÛतक मान £ात ͩकया जाता है । (t= 
सारणी आगे दȣ गई है।) 

(vi) Ǔनण[य लेना – 
(a) यǑद t का पǐरगͨणत मूãय, >t के सारणी मूãय है तो ĤǓतदश[ माÚय व 

समिçट माÚय मɅ अंतर साथ[क है तथा शूÛय पǐरकãपना अस×य ͧसƨ होती है 
। 

(b) t का पǐरगͨणत मूãय <t का सारणी मूãय है तो अÛतर अथ[हȣन तथा शूÛय 
पǐरकãपना स×य ͧसƨ हो जाती है । 

समĒ माÚय कȧ ͪवæवाèयता सीमाएँ £ात करना 
एक याǺिÍछक Ǿप से चुने गए लघ ुĤǓतदश[ के समाÛतर माÚय कȧ सहायता से 
समĒ के समाÛतर माÚय (Ĥाचल) कȧ 95% तथा 99% èतर पर ͪवæवाèयता 
सीमाएँ इस सूğ से £ात कȧ जाती हɇ – 
95% ͪवæवाèयता सीमाएँ  99% ͪवæवाèयता सीमाएँ 

 .05
Sx xt
n

      .01
Sx xt
n

  

उदाहरण, : 1 
एक कारखाने के 10 Įͧमकɉ के एक ĤǓतदश[ से उनके ɮवारा ͩकए गए 
उ×पादन (संÉया मɅ) के Ǔनàन पǐरणाम ĤाÜत हु ए – 
ͩकए गए उ×पादन कȧ माÚय संÉया  490 
उ×पादन संÉया का Ĥमाप ͪवचलन  9 
यह परȣ¢ण कȧिजए ͩक फैÈĚȣ के उ×पादन अथा[त समिçट िजससे ͩक 10 
Įͧमकɉ का याǺिÍछक ĤǓतदश[ ͧलया गया है का समाÛतर माÚय 500 है, से 
ͧलया –गया है ।  
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हल : Ǒदया गया : 10, 490, 500, 9n x        

साथ[कता èतर. 0.05, 0.01    
पǐरकãपना. 0 : 0H x    

: 0aH x    
t का पǐरगणन  

1xt n



   

1490 5001 10 310 1 3.33
9 9
 

   

t का मान S £ात करके भी Ǔनकाल सकत ेहɇ:  
2 10 81 90 9.486

1 9
nS

n


       

 

490 500 10
9.49

x n
S
 

   

10 3.162 3.33
9.49


  

Ǔनण[य: 5% साथ[कता èतर पर 9.d.f (n–1) के ͧलए 
t का पǐरगͨणत मूãय = 3.33 > t का सारणी मूãय 2.262 
1% साथ[कता èतर 
t का पǐरगͨणत मूãय 3.33>t0 का सारणी मूãय 3.250 
अत: ĤǓतदश[ माÚय व समिçट माÚय मɅ अंतर साथ[क है और शूÛय 
पǐरकãपना अस×य ͧसƨ होती है। 

उदाहरण : 2 
एक कàपनी के एक माह के ͪवͧभÛन Ǒदनɉ मɅ शेयरɉ कȧ कȧमत इस Ĥकार थी –  
66,65,69,70, 71, 70,63,64,68 

इन समंकɉ के आधार पर Èया यह कहना उͬचत है ͩक कàपनी मɅ शेयरɉ कȧ माÚय कȧमत 65 
है। 
हल: समाÛतर माÚय और Ĥमाप ͪवचलन का पǐरकलन  

èवातंŧय संÉया  t का मãूय 
 
 8 
 9 
 10 

   
2.306 3.355 
2.262 3.250 
2.228 3.169 

0.05 0.01
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x ͪवचलन 
Dx=(x-A) 
(A=70) 

ͪवचलनɉ का वग[ 
Dx2 

66 -4 16 
65 -5 25 
69 -1 1 
70 0 0 
69 -1 1 
71 1 1 
70 0 0 
63 -7 49 
46 -6 36 
68 -2 4 
 25dx    2 133d   

समाÛतर माÚय 2570 67.5
10

dx
x A

n
      

 


  

Ĥमाप ͪवचलन.  
2 2d d

S
n n

  
      

      

  2133 25
10 10

     
   

 

  213.3 2.5 7.05 2.65      

शूÛय पǐरकãपना : 0 : 65H    
वकैिãपक पǐरकãप[ना : 1 : 65H    

2

67.5 65 2.5 2.825
0.8857.05 / 9/ 1

xt
S n

 
   


 

5% साथ[कता èतर पर 9 d.f. हेत ुसारणी मूãय 2.262 
अत: 2.825 > 2.262 
अत: शूÛय पǐरकãपना अèवीकृत होती है तथा उस माह कȧ शेयर कȧ कȧमत 65 नहȣ ं
है। 

2. दो लघ–ुĤǓतदशɟ के माÚयɉ के अंतर का साथ[कता–परȣ¢ण  
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दो लघ ुĤǓतदशɟ के माÚयɉ के अंतर कȧ साथ[कता–परȣ¢ण का उƧेæय यह जानना होता 
है ͩक दोनɉ ĤǓतदशɟ माÚयɉ मɅ अंतर साथ[क है या नहȣ ंअथवा दोनɉ ĤǓतदश[ एक हȣ 
मूल समĒ से चुने गये हɇ या नहȣ ं। इनकȧ ĤͩĐया इस Ĥकार है –  

1 2

1 2

1 1
x xt

S
n n





 या 1 2x x

S
 1 2

1 2

n n
n n

 

2 2
1 21 2

1 2

( ) ( )
( 1) ( 1)

x x x x
S

n n

 

  


  
  या

 

2 2
1 2

1 2 2

d d
S

n n




 

 
 

1x  और 2x  दोनɉ ĤǓतदशȾ के समाÛतर माÚय हɇ, 
1n  और 2n  दोनɉ ĤǓतदशɟ कȧ इकाइयɉ कȧ संÉयाएँ हɇ । 

अगर दोनɉ ĤǓतदशɟ के Ĥमाप ͪवचलन Ǒदये हɉ तो उनकȧ सहायता से, S Ǔनàन सूğ से 
ǓनकालɅगे 
जब n का Ĥयोग हो जब(n–1) का Ĥयोग हो  

2 2
1 1 2 2

1 2 2
n nS
n n
 


 

    2 2
1 1 2 2

1 2

1 1
2

n S n S
S

n n
  


 

 

अगर ͪवचलन किãपत माÚयɉ से ͧलये गये हो तो सामूǑहक S का मान इस Ĥकार 
£ात करɅगे–  

       2 22 2
1 21 1 2 2 1 1 2 2

1 2 2

x A x A n x A n x A
S

n n

      


 

 
 

   1 2 1 2. 1 1 2d f n n n n        
उदाहरण : 3  

10 व 17 आकारɉ के दो याǺिÍछक ĤǓतदशɟ के समाÛतर माÚय Đमश: Ǿ. 
6200 तथा Ǿ. 5600 हɇ तथा Ĥमाप ͪवचलन Ǿ. 690 तथा Ǿ. 600 हɇ । 
Èया उÈत ĤǓतदश[ एक हȣ ĤसामाÛय समिçट से चुने गये माने जा सकत ेहɇ? 

 : 24 25 26 27 
t 5% साथ[कता èतर पर : 2.064 2.060 2.056 2.052 

हल : शूÛय पǐरकãपना: 0 1 2:H    
वकैिãपक पǐरकãपना: 1 2:aH    
साथ[कता èतर – a = 0.05 
   1 2. 2 10 17 2 25d f n n        
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परȣ¢ण ĤǓतदश[ज 1 2

2

1 2

1 1

x xt

S
n n


 

 
 

 

  

जबͩक 
2 2

2 1 2 2 2

1 2 2
n nS
n n
 


 

 

   2 210 690 17 600
434240

10 17 2
  


 

 

t= 6200 5600
1 1435240

10 17



  
 

 

600 600 2.28
262.9269126.34

   

Ǔनण[य: 5% साथ[कता èतर पर 25 d.f के ͧलए सारणी मूãय 2.06 t का 
पǐरकͧलत मूãय 2.28 >t का सारणी मूãय 2.06 अत: अÛतर साथ[क है । 
अत: शूÛय पǐरकãपना अस×य ͧसƨ होती है । 

उदाहरण : 4 
10 कु×तɉ के एक याǺिÍछक ĤǓतदश[ को खाɮय A Ǒदया गया तथा एक Ǔनिæचत 
अवͬध मɅ उनके भार मɅ Ǔनàनͧलͨखत वृͪ ƨ (ͩकĒा.) हु ई । 

10, 6,16,17,13,12,8,14,15,9 
12 कु×तɉ के दसूरे याǺÍछक ĤǓतदश[ को खाɮय B Ǒदया गया तथा उसी अवͬध मɅ 
Ǔनàनͧलͨखत वृͪ ƨ (ͩकĒा.) हु ई । 

7,13,22,15,12,14, 18, 8, 6,21,23,10,17 
खाɮय A 'तथा खाɮय B पर रखे गये कु×तɉ के भारɉ मɅ वृͪ ƨ मɅ अंतर कȧ साथ[कता 
कȧ जाँच कȧिजए । 5% साथ[कता èतर पर 20 èवातंŧय संÉया हेत ुt का सारणीमान 
2.09 है ।) 
हल: पǐरकãपना:   

 
साथ[कता èतर – 5%: V = 20 कɅ  ͧलए t.05 सारणी मूãय 2.09 है । 
ĤǓतदशɟ के समाÛतर माÚय और समिçट के Ĥमाप ͪवचलन का पǐरकलन  

1 20 : 0H x x 

1 2: 0aH x x 

∴ t= 
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खाɮय A     खाɮय B 
1

1

1

120 12
10

xx
n


       2
2

2

180 15
10

xx
n


    

   2 2
2 21 2

1 2 2

x x x x
S

n n

   


 
  120 314

10 12 2



 

 

434 21.7 4.658
20

    

 परȣ¢ण ĤǓतदश[ज (t) 2 2 21 1 2

1 2

1 2

| |
1 1

n nx x x x
S n n

S
n n

 
 




 

|12 15 | 10 12 3 120 3 2.335 1.504
4.658 10 12 4.658 22 4.658
  

     


 

df. = n1 +n2 – 2 = 10 + 12 – 2 = 20  
Ǔनण[य: 5% साथ[कता èतर पर 20df के ͧलए t का सारणी मूãय 20.9 है । 
t का पǐरकͧलत मूãय, 1.504 < t का सारणी मूãय 2.09 

 खाɮय A    खाɮय B  
भारवृͪ ƨ   2   भारवृͪ ƨ   2  

X1 
10 
6 
16 
17 
13 
12 
8 
14 
15 

9 

 
–2 
–6 
+4 
+5 
+1 
0 
–4 
+2 
+3 
–3 

 
4 
36 
16 
25 
1 
0 
16 
4 
9 
9 

X2 

7 
13 
22 
15 
12 
14 
18 
8 
21 
23 
10 
17 

 
–8 
–2 
+7 
0 
–3 
–1 
+3 
–7 
+6 
+8 
–5 
+2 

 
64 
4 
49 
0 
9 
1 
9 
49 
36 
64 
25 
4 

120 
Σ X 1 

 120 

Σ  

180 
Σ X 2 

 314 

 

 21 1d x x  1d  221x x   21 1d x x
1d  221x x 

 2
22x x

 21 1x x  2
22x x



(417) 
 

अत: अÛतर अथ[हȣन है । शूÛय पǐरकãपना स×य ͧसƨ होती है । खाɮय A व खाɮय 
B के भार बढ़ाने कȧ ¢मता मɅ कोई अंतर नहȣ ंहै । 

3. अंतर परȣ¢ण – आͬĮत ĤǓतदशɟ के माÚयɉ मɅ अंतर (The ‘ Difference 
between mean of dependent samples) 
अÛतर परȣ¢ण जाँच का Ĥयोग उस िèथǓत मɅ ͩकया जाता है जब èवतंğ ĤǓतदशɟ के 
èथान पर आͬĮत ĤǓतदश[ होते हɇ । आͬĮत ĤǓतदश[ से आशय जब समान इकाइयɉ पर 
ͩकसी घटना का Ĥभाव देना हो । जैसे–5 ͪवɮयाͬथ[यɉ कȧ सांिÉयकȧ कȧ परȣ¢ा लȣ गई 
तथा अंक Ĥदान ͩकए गये इसके पæचात ्एक महȣने के ɪयशून के बाद उनकȧ दोबारा 
परȣ¢ा लȣ गई और ĤाÜतांक £ात कर ͧलये गये । åयिÈतगत ĤाÜतांकɉ के अÛतर कȧ 
जाँच करके यह Ǔनकाला जा सकता है ͩक ɪयशून से ͪवɮयाͬथ[यɉ का èतर बढ़ा है या 
नहȣ ं। 
अÛतर परȣ¢ा कȧ ĤͩĐया इस Ĥकार है:– 
(i) अÛतर परȣ¢ण के ͧलए सबसे पहले दोनɉ समंकɉ से अंतर कȧ ' माğा (वृͪ ƨ +, 

कमी) Ǔनकाल लȣ जाती है । 

(ii) अÛतरɉ का समाÛतर माÚय DD
n


 £ात करत ेहɇ । 

(iii) अÛतरɉ के माÚय से उनके ͪवचलन Ǔनकालकर ͪवचलन वगȾ का जोड़ ĤाÜत करत े
हɇ।  

 22d D D     

(iv) ͩ फर S £ात करत ेहɇ  

 2

1

D D
S

n

 



 

(v) ͩफर t ĤǓतदश[ज का पǐरकलन करत ेहɇ । इसमɅ वाèतͪवक अÛतर शूÛय मानत ेहɇ 
। 

0Dt n
S


  

(vi) अब (n – 1)èवातंŧय संÉया मɅ ͧलए 5% साथ[कता èतर पर t का सारणी मूãय 
£ात करत ेहɇ । यǑद पǐरगͨणत t> सारणी t तो अंतर साथ[क माना जाता है । 
अथा[त ्घटना का Ĥभाव पड़ा है । यǑद पǐरगͨणत t < सारणी t तो अंतर अथ[हȣन 
है और घटना का कोई Ĥभाव नहȣ ंपड़ा है । 

उदाहरण : 5 
आपको सांिÉयकȧ मɅ 10 ͪवɮयाͬथ[यɉ के दो परȣ¢ाओं मɅ एक ͪवशेष ͧश¢ण से पवू[ और 
दसूरȣ उसके पæचात ्– ĤाÜतांक Ǒदये हु ए हɇ । Èया इन ĤाÜतांकɉ से यह आभास होता है 
ͩक ͪवशेष ͧश¢ण से ͪवɮयाͬथ[यɉ का लाभ हुआ है? 
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ͪवɮयाथȸ संÉया 1 2 3 4 5 6 7 8 9 10  
परȣ¢ा I (ͧश¢ण से पवू[) 9 8 7 9 6 8 7 10 5 8 
परȣ¢ा II (ͧश¢ोपराÛत) 10 9 6 10 8 7 9 9 7 5 

हल: अÛतर और अÛतरɉ के Ĥमाप ͪवचलन का पǐरकलन 

5 0.5
10

DD
n


    

 2

16.5 1.833 1.354
1 10 1

D D
S

n


   

 
 

हल: पǐरकãपना: 0 1 2:H    माÚय ĤाÜताकं एक समान हɇ । 

1 2:aH   या 1 2   ĤाÜताकंɉ मɅ अंतर आया है ।  

पǐरगणन   D Ot n
D
  

0.5 0 0.5 1010
1.354 1.354

 
   

Ǔनण[य. t का 5% साथ[कता èतर पर 9 d..f के ͧलए सारणी मूãय 1.83t का 
पǐरगͨणत मूãय 1.1168 < t का सारणी मूãय अत: शूÛय पǐरकãपना अèवीकृत होती 
है अथा[त ्अǓतǐरÈत ͧश¢ण से कोई Ĥभाव नहȣ ंपड़ा है । 

4. छोटे ĤǓतदशɟ मɅ अवलोͩकत सहसंबधं गणुांक कȧ साथ[कता का t परȣ¢ण (testing 
the significance of observed correlation coefficient in small 
samples t–test) 

ͪवɮयाथȸ ĤाÜताकं 
(परȣ¢ा I) 

ĤाÜताकं 
(परȣ¢ाII) 

अंतर 
D 

ͪवचलन 
 

ͪवचलन वग[ 

 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

9 
8 
7 
9 
6 
8 
7 
10 
5 
6 

10 
9 
6 
10 
8 
7 
9 
9 
7 
5 

+1 
+1 
–1 
+1 
+2 
–1 
+2 
–1 
+2 
–1 

+.5 
+.5 
–1.5 
+.5 
+1.5 
–1.5 
+1.5 
–1.5 
+1.5 
–1.5 

.25 

.25 
2.25 
.25 
2.25 
2.25 
2.25 
2.25 
2.25 
2.25 

120   5  16.5 

 D D  2
D D
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n यिुÊमत समंकɉ के याǺिÍछक ĤǓतदश[ जो ͩक ĤसामाÛय समĒ से चुना गया हो, के 
सहसàबÛध गणुांक कȧ साथ[कता परȣ¢ण हेत ुभी t – परȣ¢ण का Ĥयोग ͩकया जाता है 
। 
t – परȣ¢ण ɮवारा हम पǐरकãपना कȧ जाँच करत ेहै ͩक समĒ का सहसबÛध गणुाकं 
शूÛय है । सहसàबÛध गणुाकं के t – परȣ¢ण कȧ ͪवͬध पवू[ के समान हȣ है लेͩकन 
èवातंŧय कोǑटयɉ कȧ संÉया इस Ĥकार Ǔनकालत ेहɇ : 

. . 2d f n   
t का पǐरगणन 

2
1
rt n

r
  


  

उदाहरण : 6 
एक ĤसामाÛय समĒ बटंन मɅ से याǺिÍछक Ǿप से Ǔनकाले गये 11 यÊुमɉ के 
बीच सहसàबÛध गणुांक 0.5 है, तो t – परȣ¢ण ɮवारा जाँच कȧिजए ͩक Èया 
इसे 0.05 साथ[कता èतर पर साथ[क माना जा सकता है? 

हल : Ǒदया गया : 0.5, 11r n   
साथ[कता èतर 0.05 पर V = 11–2=9 . .d f  के ͧलए सारणी मान = 2.262 
परȣ¢ण ĤǓतदश[ज – t  का पǐरगणन 

2
2

1
rt N

r
  


 

 2

0.5 11 2
1 0.5

  


 

0.5 0.5 39 1.732
0.75 0.866


    

Ǔनण[य: t का पǐरगͨणत मूãय 1.732 < t का सारणी मूãय 2.262 है । 
अत: सहसàबÛध गणुांक साथ[क नहȣ ंहै ।  

16.7 ͩफशर का Z परȣ¢ण (fisher’s Z – test)'  
हालांͩक छोटे ĤǓतदशȾ मɅ सहसàबÛध–गणुांक कȧ साथ[कता का परȣ¢ण हम t – परȣ¢ण 
मɅ पढ़ चुके हɇ । लेͩकन Įी रौलेÛड ͩफशर ने इसके ͧलए एक ͪवशेष Ĥͪवͬध का Ĥयोग 
ͩकया है । ͩफशर के अनसुार इस ͪवͬध मɅ सहसàबÛध गणुांक, r को z ĤǓतदश[ज मɅ 
ǾपाÛतǐरत कर ͧलया जाता है। इसͧलए इस ͪवͬध को ͩफशर का Z – परȣ¢ण 
Fisher’Z–test या Z ǾपाÛतरण (Z –transformation) कहत ेहɇ । 
r को Z ĤǓतदश[ज मɅ बदलने का Ǔनàनͧलͨखत सूत ्है  

1 1log
2 1e

rZ
r

     
या  10 10

11.1513log log log 2.3026
1 e

rZ
r

    
  
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Z ĤǓतदश[ज का बटंन ĤसामाÛय वटंन के समान हȣ होता है ।  

16.8 Z परȣ¢ण के Ĥयोग (Uses of Z–test) 
Z – परȣ¢ण के मुÉयत: दो Ĥयोग हɇ – 
(i) दो ĤǓतदशɟ के सहसàबÛध गणुाकंɉ (r1 व r2) मɅ अंतर साथ[क है या नहȣ ं। 
(ii) r के अवलोͩकत मूãय व उसके पǐरकͧलत मूãय मɅ अंतर साथ[क है या नहȣ ं। 

(हालांͩक यह परȣ¢ण करना ͩक अवलोͩकत rशूÛय से साथ[क Ǿप से ͧभÛन है यी नहȣ,ं 
t परȣ¢ण को हȣ Ïयादा Įेçठ मानते हɇ ।) 

(1) दो ĤǓतदशɟ के सहसàबÛध गणुाकंɉ मɅ साथ[कता परȣ¢ण ĤͩĐया 
(i) इसके ͧलए सबसे पहले दोनɉ ĤǓतदशɟ को Z मɅ Ǔनàनͧलͨखत सूğ ɮवारा बदल ͧलया 

जाता है ।  
(Z1 व Z2) 

10
11.1513log
1

rZ
r

    
 

(ii) त×पæचात ्Ǔनàन सूğ कȧ सहायता से दोनɉ के अंतर कȧ Ĥमाप ğǑुट Ǔनकालȣ जाती है: 

1 2

2 2
1 2

1 1

1 1
3 3z zz z

n n
     

 
 

(iii) अÛत मɅ, साथ[कता अनपुात 1 2

1 2

Z Z
z z



 कȧ तुलना एक Ǔनिæचत साथ[कता èतर पर, 

(जोͩक सामाÛय 5% या 1% होती है) ĤसामाÛय बटंन के ĐांǓतक मूãय से करत ेहɇ। 
यǑद पǐरकͧलत साथ[कता अनपुात > ĐािÛतक मान है तो अÛतर साथ[क है अÛयथा 
अथ[हȣन । 

उदाहरण:7 
दो ĤǓतदश[ 23 व 19 आकार के तथा िजनका सहसàबÛध गणुांक Đमश: 0.40,0.65 
है का ͩफशर के Z परȣ¢ण ɮवारा 5% साथ[कता èतर पर दोनɉ r के मानɉ के अÛतर 
कȧ साथ[कता परȣ¢ण कȧिजए? 
हल: पǐरकãपना: 1 2:oH r r  
 1 2:aH r r    
Z1 का पǐरकलन   Z2 का पǐरकलन 
Ǒदया गया, 1 123, 0.40n r  Ǒदया गया, 2 219, 0.65n r  

  
1 0.651.1513log
1 0.65





 

1.1513 log 2.333      1.1513 log 4.714   
1.1513 0.368 0.424      1.1513 0.6734 0.775    

अंतर कȧ Ĥमाप ğǑुट  

1
1 0.41.1513log
1 0.4

Z 



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1 2
1 2

1 1 1 1 0.05 0.0625
3 3 23 3 19 3

z z
n n

       
   

  

0.01125 0.335   

साथ[कता अनपुात 1 2

1 2

| | | 0.424 0.775 | 0.351 1.048
0.335 0.335

Z Z
z z
 

  


 

Ǔनण[य: साथ[कता अनपुात 1.048 < 1.965 अत: 5% साथ[कता èतर पर शूÛय 
पǐरकãपना को èवीकार ͩकया जाता है और यह ͧसƨ होता है ͩक दोनɉ ĤǓतदश[ एक हȣ 
समĒ से चुने गए हɇ दोनɉ सहसàबÛध गणुांकɉ मɅ अंतर साथ[क नहȣ ंहै । 
(2) r के अवलोͩकत मूãय व पǐरकिãपत मूãय मɅ अंतर मɅ साथ[कता परȣ¢ण ĤͩĐया, 

(i) सव[Ĥथम r के अवलोͩकत पǐरकͧलत मूãय अथवा समिçट मूãय (P) को Z मɅ 
Ǔनàनͧलͨखत सूğ ɮवारा पǐरवǓत[त करɅगे । 
r का Z1 मɅ पǐरकलन    समिçट मूãय P का Z2 मɅ पǐरकलन 

10
11.1513log

3s
rZ

n


 
     

10
11.1513log
1p

PZ
P


 

  
(ii) ͩफर Ǔनàन सूğ ɮवारा z कȧ Ĥमाप ğǑुट £ात करɅगे – 

z

1
3n


  

(iii) साथ[कता अनपुात का Ǔनधा[रण –  
 
| |s pZ Z

z


 
(iv) अÛत मɅ, एक Ǔनिæचत साथ[कता èतर (5 % या 1 %) पर ĤाÜत ĐािÛतक मान कȧ 

तुलना साथ[कता अनपुात से कȧ जाती है, और नीचे Ǒदये गये Ǔनçकष[ Ǔनकाले जात ेहɇ –
z 

यǑद 2.58s pZ Z
z


  तो अंतर 5% èतर पर साथ[क है अÛयथा नहȣ ं

यǑद 1.96s pZ Z
z


  तो अÛतर 5% èतर पर साथ[क है । 

यǑद 3,s pZ Z
z


 तो अÛतर 0.27% èतर पर साथ[क है । 

उदाहरण : 8 
29 पद–यÊुमɉ का सहसàबÛध गणुांक 0.72 है । Z परȣ¢ण ɮवारा यह £ात 
कȧिजए ͩक Èया यह गणुांक समिçट के सहसंबधं गणुांक 0.8 से साथ[क Ǿप 
से ͧभÛन है?  

हल : Ǒदया गया है rs =0,72, P=0.80, n=29 
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10
1 0.721.1513log
1 0.72sZ 

 


 10
1 0.801.1513log
1 0.80pZ 

 


 

1.721.1513log
0.28

  1.81.1513log
0.2

  

1.1513 log 6.143   1.1513 log 9   

1.1513 0.7884   1.1513 0.9542   
0.9077  1.0986  

नोट: Ǒदये गए t के मूãयɉ t मɅ ǾपाÛतरण ͩफशर कȧ Z ĤǓतदश[ज सारणी से भी कर 
सकत ेहɇ । 

z  (Z कȧ Ĥमाप ğǑुट) 
1

3n 
1
26

 1
5.099

  

0.1961   

| | | 0.9077 1.986 | 0.1909 0.973 1.96
0.1961 0.1961

s pZ Z  
  

 

Ǔनण[य : अत: 5% èतर पर अÛतर साथ[क नहȣ ंहै । 

16.9 सारांश (Summary)  
छोटे ĤǓतदशɟ (n>30) के माÚय और Ĥमाप ͪवचलन को समĒ के माÚय और Ĥमाप 
ͪवचलन के सवȾ×तम आकलन के Ǿप मɅ ĤयÈुत नहȣ ंͩकया जा सकता । लघ ुĤǓतदश[ 
ͪवæलेषण मɅ Ĥमुख उƧेæय यह पता लगाना होता है ͩक ĤǓतचयन के अवलोͩकत मूãय 
और Ĥाचल मूãय का अÛतर ĤǓतचयन उÍचावचनɉ के कारण उ×पÛन हुआ है या नहȣ ं। 
छोटे ĤǓतदशɟ मɅ साथ[कता परȣ¢ण कȧ ͪवͬधयɉ मɅ t परȣ¢ण ĤǓतदश[ का आकार 30 
का 30 से कम होने पर, समĒ का Ĥमाप ͪवचलन £ात न होने तथा समĒ का बटंन 
एक ĤसामाÛय बटंन होने पर काम मɅ लाया जाता है । 
t बटंन समͧमत बटंन होता है िजसका माÚय शूÛय Ĥमाप ͪवचलन 1 होता है । केÛġ 
मɅ अͬधक सपाट या चपटे शीष[क वाले इस ĤाǓयकता बटंन का कुल ¢ेğफल 1.0 होता 
है । t परȣ¢ण मɅ ĤǓतचयन का चयन याǺिÍछक Ǿप से ͩकया जाता है । t परȣ¢ण 
का उपयोग लघ ुĤǓतदश[ के माÚय कȧ साथ[कता जाँच, दो लघ ुĤǓतदशɟ के माÚयɉ के 
अंतर का साथ[कता – परȣ¢ण, अंतर परȣ¢ण तथा सह–सàबÛध गणुांक कȧ साथ[कता 
परȣ¢ण मɅ ͩकया जाता है । 
ͩफशर के अनसुार Z परȣ¢ण मɅ सह–सàबÛध गणुांक r को z ĤǓतदश[ज मɅ ǾपाÛतǐरत 
कर ͧलया जाता है । z परȣ¢ण दो ĤǓतदशɟ के सह–सàबÛध गणुाकंɉ मɅ अंतर साथ[क है 
या नहȣ ंतथा r के अवलोͩकत मूãय तथा उसके पǐरकͧलत मूãय मɅ अंतर साथ[क है या 
नहȣ ंहेत ुĤयोग मɅ ͧलया जाता है ।  
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16.10 शÞदावलȣ (Glossary)  
पǐरकãपना: ͩकसी याǺिÍछक चर के बटंन से सàबƨ सािंÉयकȧय पǐरकãपनाएँ ͩकसी 
Ĥाचल के संÉया×मक मान के बारे मɅ होती है । 
टȣ (t) परȣ¢ण: ĤसामाÛय समिçट से ĤाÜत ĤǓतदश[ (X1 x2.... xn) के आधार पर इस 
पǐरकãपना का साथ[कता परȣ¢ण कȧ समिçट माÚय µ है ।  
èवातंŧय कोǑटयɉ: समंक Įेणी के ऐसे वग[ िजनकȧ आकृǓतया ँèवतंğ Ǿप से £ात कȧ 
जा सकती हɇ।  
ĐांǓतक मान: वे िèथरांक िजनसे Ĥमाप ğǑुट को गणुा करके Ǔनिæचत ͪवæवाèयता 
सीमाऐं £ात कȧ जाती हɇ । जैसे 1.96,2.5758,3 आǑद ĐांǓतक मान हɇ । 
अÛतर परȣ¢ण: जब यिुÊमत समकं Ǒदए हɉ तथा एक समान इकाइयɉ पर ͩकसी घटना 
का Ĥभाव देखना हो तो अÛतर परȣ¢ण का Ĥयोग ͩकया जाता है । 
Z परȣ¢ण: इसमɅ सहसàबÛध r को Z ĤǓतदश[ज मɅ ǾपाÛतǐरत कर ͧलया जाता है ।  

16.11 èवपरख Ĥæन / अßयास (Self–Assessment questions / 
Exercise) 

1. t परȣ¢ण ͩकन िèथǓतयɉ मɅ ĤमुÈत ͩकया जाना चाǑहए? 
2. दो ĤǓतदश[ माÚयɉ के बीच के अंतर कȧ साथ[कता कȧ जाँच के ͧलए टȣ–परȣ¢ण कȧ 

åयवèथा कȧिजए । ǓनǑहत माÛयताओं को èपçट कȧिजए । 
3. èटूडेÖट का t बटंन Ǔनàनांͩकत िèथǓतयɉ मɅ ͩकस Ĥकार ĤयÈुत ͩकया जा सकता है: 

(अ) ɮͪवचर – ĤसामाÛय समिçट से Ǔनकाले एक ĤǓतदश[ मɅ ĤǓतदश[ – सहसàबÛध 
गणुांक कȧ साथ[कता का परȣ¢ण करने हेत;ु 

(ब) एक कृͪष – Ĥयोग मɅ ͩकÛहȣ ं दो ͩकèमɉ कȧ माÚय उपजɉ के अंतर कȧ 
सा¢रता कȧ जाचं हेत ु। 

4. सहसàबÛध गणुांक के ͩफशर ǾपाÛतरण कȧ åयाÉया कȧिजए और साथ[कता परȣ¢णɉ मɅ 
इसकȧ उपयोͬगता समझाइए । 

5. यह मानत े हु ए ͩक ĤǓतदश[ छोटा  30  है । Ǔनàनांͩकत पǐरिèथǓतयɉ मɅ कौन सा 
परȣ¢ण ͩकया जायेगा । परȣ¢ण ĤͩĐया एव ंसूğ ͧलͨखए:– 
(अ) दो ĤǓतदशɟ के सहसàबÛध गणुांकɉ मɅ अंतर साथ[क है या नहȣ ं। 
(ब) ͩकसी कारखाने के एक ͪवभाग मɅ काय[रत Įͧमकɉ कȧ उ×पादन ¢मता मɅ चार माह 
गहन Ĥͧश¢ण देने के बाद साथ[क वृͪ ƨ है या नहȣ ं। 

16.12 आंͩकक Ĥæन (Numerical Questions)  
1. 16 आकार के एक याǺिÍछक ĤǓतदश[ मɅ माÚय 53 हɇ और माÚय से Ǔनकाले गए ͪवचलन 

वगȾ का जोड़ 150 है । Èया यह ĤǓतदश[ एक ऐसे समĒ से चुना गया माना जा सकता है 
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िजसका माÚय 56 हो? समिçट माÚय कȧ 95% तथा 99% ͪवæवाèयता सीमाएँ भी £ात 
कȧिजए। 

(संकेत: df=15, t.01=2.947 and t.05 = 2.131 उ×तर: 3.795 Ho अèवीकृत 
can not be regarded 95% limits 51 .32 and 54.68 , 99% limits 
50.67 and 55.33) 

2. दो नगरɉ मɅ एक वèत ुकȧ कȧमत कȧ तुलना हेत ुĤ×येक नगर मɅ 10 दकुानɅ यǺÍछया छाँटȣ 
गयी । उन दकुानɉ पर Ǔनàनांͩकत कȧमतɅ पाई गयी । परȣ¢ण ɮवारा बताइये ͩक दोनɉ 
नगरɉ मɅ माÚय कȧमत समान हो सकती है: 

नगर (क) 61 63 56 63 56 62 59 50 44 61 
नगर (ख) 55 54 47 59 51 61 57 54 64 58  

उ×तर. 57.5 56 5 0.597 2.101
5.62

t 
   यहा ँदोनɉ नगरɉ मɅ समान  

3. 12 छाğɉ को गहन अÚयापन कराया गया और एक माह मɅ उनकȧ पाँच बार परȣ¢ा लȣ 
गयी। पहलȣ और पाँचवी परȣ¢ा के पǐरणाम यहȣ Ǒदये जा रहे हɇ । यह बताइये ͩक Èया 
छाğो कȧ पहलȣ परȣ¢ा के पǐरणामɉ कȧ तुलना मɅ पाँचवी परȣ¢ा के पǐरणामɉ मɅ सधुार पाया 
जाता है?  

(t.05 for d . f. 11 is 2.201) 
Marks in test 50 42 15 26 35 42 60 41 70 55 62 38 
Marks in V 
test 

62 40 61 35 30 52 68 51 84 63 72 50 

(उ×तर: t = 4.885 > t.05 हाँ यहा ँसाथ[क सुधार हुआ है । 
4. एक ͪवशेष ͪवĐय–संवƨ[न अͧभयान रो पहले और बाद मɅ छ: दकुानɉ मɅ एक वèत ुके 

ͪवĐय–समकं Ǔनàनांͩकत हɇ । Èया अͧभयान सफल कहा जा सकता है? 50% साथ[कता 
èतर पर परȣ¢ण कȧिजए ।  
दकुान A B C D E F  
अͧभयान से पवू[ 53 28 31 48 50 42 
अͧभयान के पæचात ् 58 29 30 55 56 45 

(उ×तर: 3.5 6 2.782 2.571
3.082

t Ho     अèवीकृत हȣ, सफल) 

5. ͩकसी ĤसामाÛय समĒ मɅ से ͧलए गए 13 यÊुमɉ मɅ याǺिÍछक ĤǓतदश[ मɅ सहसàबÛध 
गणुांक + .6 था । Èया यह मान समĒ मɅ सहसàबÛध के अिèत×व का साथ[क ɮयोतक 
है? t परȣ¢ण का Ĥयोग कȧिजए । 

(उ×तर: t = 2.487 > .05 = 2.201 साथ[क अÛतर) 
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6. एक ĤसामाÛय समĒ के ͧलए गए 30 पद यÊुमɉ के ĤǓतदश[ मɅ सहसàबधं गणुांक +.75 है 
। Èया यह इस पǐरकãपना के अनǾुप है ͩक समिçट मɅ r = 0.55 है? Z परȣ¢ण ɮवारा 
जाँच कȧिजए ।  

(उ×तर: 1 2
0.3550.973, 0.618 . 0.192, 1.849 1.96
0.192

Z Z S E      हाँ) 

7. 20 लड़कɉ के एक समूह कȧ आय ुऔर ऊँचाई मɅ सहसàबधं गणुाकं 0.42 है और 25 
लड़ͩकयɉ के समूहɉ मɅ यह 0.75 है । दोनɉ सहसàबÛध गणुांकɉ मɅ अंतर कȧ साथ[कता 
का परȣ¢ण कȧिजए Z ǾपाÛतरण ɮवारा । 
(उ×तर Z1Z2/σZ1Z2=1.63 अथ[हȣन (Not Significant) 

16.13 उपयोगी पुèतकɅ  (Further Readings)  
1.  Arora, P.N and Arora S. Statistics, S. Chand & Sons, New Delhi. 
2.  Gupta, S.P Statistical Methods, Sultan Chand & Sons, New Delhi. 
3. Sancheti, D.C and Kapoor, V.K.,Statistics (theory, Methods and 

Application),Sultan Chand & Sons, New Delhi 
4.  नागर, कैलाशनाथ, सांिÉयकȧ के मूल त××व, मीना¢ी Ĥकाशन मेरठ 
5. शमा[, जैन, पारȣक, सांिÉयकȧ, रमेश बकु ͫडपो, जयपरु 
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इकाई –17 : पǐरकãपना परȣ¢ण–II (काई – वग[ परȣ¢ण ,F–
बटंन) (Test of Hypothesis –II,( 2 Test , 
F–Distribution)   

इकाई कȧ Ǿपरेखा 
17.0 उƧेæय 
17.1 2 परȣ¢ण का पǐरचय एव ंअथ[ 
17.2 2 परȣ¢ण कȧ सामाÛय ͪवशेषताएँ 
17.3 2 परȣ¢ण हेत ुआवæयक शत[ 
17.4 2 परȣ¢ण के ͪवशेष गणु 
17.5 2 परȣ¢ण के उपयोग 
17.6 F परȣ¢ण : Ĥसरण – अनपुात परȣ¢ण  
17.7 F बटंन कȧ ͪवशेषताएँ 
17.8 F परȣ¢ण कȧ ĤͩĐया ँ
17.9 परȣ¢ण कȧ माÛयताएँ 
17.10 साराशं 
17.11 शÞदावलȣ 
17.12 èवपरख Ĥæन / अßयास 
17.13 आंͩकक Ĥæन  
17.14 उपयोगी पèुतकɅ  

17.0 उƧेæय (Objectives) 
इस इकाई के अÚययन के पæचात आप इस योÊय हो सकɅ गे ͩक : 

 2 परȣ¢ण का अथ[ एव ंसामाÛय ͪवशेषताएँ समझ सकɅ  । 
 2 परȣ¢ण हेत ुआवæयक शतɟ कȧ जानकारȣ ĤाÜत कर सकɅ  । 
 2 परȣ¢ण के ͪवशेष गणु तथा उपयोग जान सकɅ  । 
 F परȣ¢ण बटंन का अथ[ एव ंͪवशेषताएँ जान सकɅ  । 
 F परȣ¢ण कȧ ĤͩĐया एव ंमाÛयताएँ समझ सकɅ  । 

17.1 2  परȣ¢ण का पǐरचय एवं अथ[ (Introduction and 
Meaning of 2 test) 
काई वग[ परȣ¢ण एक अ×यÛत मह×वपणू[ एव ंलोकͪĤय अĤाचͧलक सांिÉयकȧंय ͪवͬध 
है। 2 परȣ¢ण कȧ खोज सव[Ĥथम 1863 ई. मɅ आबे (Abbe) और 1875 ई. मɅ 
हेलमट[ (Helmert) ने कȧ,परÛत ु इसके बाद सन ् 1900 मɅ काल[ ͪपयस[न (Karl 
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Pearson) ने इसकȧ पनु: खोजकर åयापक उपयोग ͩकया । 2  (Chi– काई) Ēीक 
भाषा का अ¢र है । वत[मान मɅ सामािजक एव ं व£ैाǓनक अनसुंधानɉ मɅ भी इसका 
Ĥयोग होता है। 
काई वग[ परȣ¢ण मɅ अवलोͩकत आविृ×तयɉ और Ĥ×याͧशत आविृ×तयɉ के मÚय अÛतर 
कȧ साथ[कता का परȣ¢ण ͩकया है । अवलोͩकत आविृ×तयɉ (fo) और Ĥ×याͧशत 
आवǓृतयɉ (fe) के अÛतरɉ के वगȾ के Ĥ×याͧशत आविृ×तयɉ पर अनपुातɉ का योग हȣ 

2  कहलाता है । अवलोͩकत और Ĥ×याͧशत आविृ×तयɉ के मÚय अÛतर शूÛय होने पर 
2  का मान शूÛय होता है तथा अͬधक अंतर होने पर काई वग[ का मान बढ़ता जाता 

है, 2  का मान 0 से अनÛत (0 to infinite) तक हो सकता है तथा इसका मान 
सदैव धना×मक होता है । 
काई वग[ बटंन एक ĤाǓयकता बटंन है, जो केवल èवातंŧय कोǑटयɉ (d.f.) पर Ǔनभ[र 
करता है तथा काई वग[ परȣ¢ण से हमɅ यह £ात होता है ͩक अवलोͩकत और 
Ĥ×याͧशत आविृ×तयɉ के मÚय अÛतर केवल संयोगवश है या हमारȣ शूÛय पǐरकãपना 
(Ho) के गलत होने के कारण है ।  

17.2 2 परȣ¢ण कȧ सामाÛय ͪवशषेताएँ (General Characteristics 
of 2 test)  

(1) अĤाचͧलक परȣ¢ण : (Non – parametric test) 
2 परȣ¢ण ͩकसी बटंन के Ĥाचलɉ पर Ǔनभ[र नहȣ ंहोता है । इसमɅ समिçट के Ĥाचल 

के मान के सàबÛध मɅ कोई पǐरकãपना नहȣ ंकȧ जाती है । 
(2) सतत ्बटंन. (Continuous distribution) 

बड ेĤǓतदशɟ के ͧलए 2  बटंन एक सतत ्वĐ का आकार Ēहण करता है । 
(3) èवातंŧय कोǑटयɉ पर आधाǐरत : (Based on degree of freedom) 

Ĥ×येक èवातंŧय कोǑट के ͧलए अलग 2  बटंन होता है अथा[त 2  बटंन èवातंŧय 
कोǑटयɉ कȧ संÉया' पर आधाǐरत होता है । संÉया कम होने पर यह बटंन दाǑहनी ओर 
को असमͧमत होता है परÛत ुèवातŧंय कोǑटयɉ कȧ संÉया बढ़ने पर इसके बटंन का 
आकार समͧमत होता जाता है । 

(4) बटंन Ǔनरपे¢ ͪवͬध: (Distribution free method) 
2 परȣ¢ण ͩकसी सैƨािÛतक बटंन के गͨणतीय èवǾप कȧ ͩकसी ͪवͧशçट पǐरकãपना 

पर आधाǐरत नहȣ ंहै । इसͧलए इसे बटंन–Ǔनरपे¢ ͪवͬध कहते हɇ । 
(5) पǐरकãपना जाँच के ͧलए उपयोगी : (Useful in hypothesis testing) 

इस ͪवͬध का उपयोग अनमुान लगाने के ͧलए तो नहȣ ं होता है लेͩकन शूÛय 
पǐरकãपना कȧ जाँच के ͧलए यह एक मह×वपणू[ ͪवͬध हɇ ।  
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17.3 2  परȣ¢ण हेतु आवæयक शतɏ (Necessary Conditions for 
2 )  

(i) ĤǓतदश[ याǺिÍछक Ǿप से चुना हुआ होना चाǑहए ।  
(ii) समĒ कȧ इकाईयɉ कȧ संÉया (N) उͬचत Ǿप मɅ अͬधक होनी चाǑहए åयवहार मɅ N–

50 से अͬधक होना चाǑहए । अगर संÉया कम होती है तो अवलोͩकत व Ĥ×याͧशत 
आविृ×तयɉ के अÛतर (fo–fo) का बटंन ĤसामाÛय नहȣ ंहोगा । 

(iii) कोई भी Ĥ×याͧशत कोçठ – आविृ×त 5 से कम नहȣ ंहोनी चाǑहए । यǑद कोई आविृ×त 
5 से कम है तो येट संशोधन करना चाǑहए । 

(iv) कोçठ आविृ×तयɉ के अवरोध रेखीय होने चाǑहए ।  
उपरोÈत शतȾ के उपराÛत भी 2  परȣ¢ण गणुèवातंŧय जाँच तथा अÛवायोजन–
उ×कृçटता कȧ जाँच हेत ुउपयोगी सांिÉयकȧ माप है ।  

17.4 2 परȣ¢ण के ͪवशषे गुण (Special Properties of 2  test) 
(i) 

2 का सचंाया×मक या संयोगा×मक गणु (Additive property of 
2  test) 

2 का एक बहु त उपयोगी गणु यह है ͩक यǑद ͩकसी समिçट से अनेक याǺिÍछक 
ĤǓतदश[ लेकर उनका अÚययन ͩकया जाए तो ͪवͧभÛन ĤǓतदशɟ के अलग–अलग काई–
वगȾ के मान जोड़कर परेू समिçट के बारे मɅ अͬधक ͪवæवसनीय Ǔनçकष[ Ǔनकाल सकत े

हɇ उदाहरणाथ[ – यǑद राÏय के 8 िजलɉ (ĤǓतदशɟ) का अÚययन करके 
2  के अलग–

अलग मान तथा उनकȧ èवातŧंय संÉयाऐं £ात कर लȣ जायɅ तो 
2  के आठɉ मूãयɉ 

को जोड़कर एक सामूǑहत मूãय तथा इसी Ĥकार आठɉ èवातंŧय संÉयाओं को जोड़ कर 

एक कुल èवातÛŧयाशं मान £ात कर सकत ेहɇ तथा इस सामूǑहक
2  के आधार पर 

कुल èवातंŧय मान £ात कर सकत े हɇ तथा इस सामूǑहक 
2  के आधार पर कुल 

èवातÛŧयाशं कȧ सहायता से आठɉ ĤǓतदशɟ के योग के बारे मɅ Ǔनçकष[ Ǔनकाले जा 
सकत ेहɇ जो ͩक समिçट पǐरणामɉ के Ïयादा Ǔनकट हɉगे । 
लेͩकन ĤǓतदशɟ के काई–वगȾ का योग करत ेसमय यह Úयान रखा जाये ͩक ĤǓतदश[ 
èवतंğ हɉ तथा येɪस संशोधन न ͩकया जाये । 

(ii) 
2  बटंन का èवǾप तथा èवातÛŧयांश (From of 

2  distribution and 
degree of freedom) 

2 बटंन का èवातंŧय संÉयाओं पर Ǔनभ[र होता है । Ĥ×येक èवातंŧय संÉया का एक 

अलग 
2 वग[ बनता है ।èवातŧंय संÉया बहु त कम होने पर इसका èवǾप धना×मक 

ͪवषमता याǓन दाǑहनी ओर को असमͧमत होता है । जैसे–जैसे èवातंŧय संÉया बढ़ती 
जाती है, वह समͧमǓत कȧ ओर अĒसर होता है अथा[त ्असमͧमǓत कम होती जाती है 
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। èवातंŧय संÉया 30 से अͬधक होने पर यह ĤसामाÛय बटंन (Normal 
distribution) के अनǾुप हो जाता है । यह एक अ×यÛत उपयोगी गणु है Èयɉͩक 30 

से अͬधक d.f वाले 
2  का Ǔनव[चन करने के ͧलए ĤसामाÛय बटंन कȧ ¢ेğफल सारणी 

का Ĥयोग कर सकत ेहɇ ।  

17.5 2 परȣ¢ण के उपयोग (Use of 2 test)  
2  परȣ¢ण का आधुǓनक सांिÉयकȧ मɅ बहु त åयापक उपयोग है यह शोध काय[ हेत ु

मह×वपणू[ उपकरण है िजसके Ǔनàनͧलͨखत परȣ¢णɉ मɅ उपयोग है ' 
1. èवातंŧय कȧ जाँच (Test of Independence) 

2  ɮवारा दो गणुɉ मɅ साहचय[ का परȣ¢ण ͩकया जाता है । उदाहरणाथ[; ͪपता और 
उनके पğुɉ के आँखɉ के रंग मɅ साहचय[ है या नहȣ ंधĨूपान और फेफड़ɉ के कैÛसर मɅ 
गणु सàबÛध है या नहȣ ंटȣका लगवाना चेचक से ĤǓतर¢क करने मɅ Ĥभावो×पादक है 
या नहȣं। èवतंğता जाँच के ͧलए पहले दोनɉ गणुɉ का èवतंğ मान लेत ेहɇ, ͩफर इस 
आधार पर Ĥ×याͧशत आवǓृतयाँ £ात कȧ जाती हɇ ͩफर अवलोͩकत आविृ×तयɉ से अÛतर 
£ात करके 2  का मापन करत े हɇ । अÛत मɅ एक Ǔनिæचत साथ[कता èतर पर 
(सामाÛयतया 5%) èवातŧंय संÉया (d.f) के अनसुार 2  का सारणी मूãय पढ़त ेहɇ, 
यǑद 2  का पǐरगͨणत मूãय > सारणी मूãय है तो शूÛय पǐरकãपना अस×य हो जाती 
है अथा[त ्दोनɉ गणु èवतंğ नहȣ ंहै अͪपत ुउनमɅ साहचय[ है । इसकȧ ͪवपरȣत पǐरिèथǓत 
मɅ शूÛय पǐरकãपना स×य मानी जाती है ।  

2. अÛवायोजन–उ×कृçटता कȧ जाँच (Test of Goodness of Fit) 
 का Ĥयोग सैƨािÛतक आविृ×त बटंन (यथा ɮͪवपद, Üवॉयसन या ĤसामाÛय) और 

अवलोͩकत आविृ×त बटंन के अÛतर जाँच के ͧलए भी ͩकया जाता है । इस जाँच से 
यह £ात होता है ͩक दोनɉ बटनɉ मɅ अÛतर साथ[क है या अथ[हȣन । यǑद पǐरकͧलत 

2  सारणी मूãय से अͬधक है तो अÛयायोजन उ×तम नहȣ ंहै । इसके ͪवपरȣत िèथǓत 
जब पǐरकͧलत 2  सारणी मूãय से कम है तो Ĥ×याͧशत य अवलोͩकत आविृ×तयो का 
अÛतर अथ[हȣन होता है । 

3. समĒ के Ĥसरण कȧ जाँच (Test of Population Variance) 
2  परȣ¢ण से समĒ के Ĥसरण तथा ĤǓतदश[ के Ĥसरण मɅ अंतर कȧ साथ[कता जाचँ 

कȧ जाती है तथा इसके ɮवारा समĒ के Ĥसरण कȧ ͪवæवाèयता सीमाएँ Ǔनधा[ǐरत कȧ 
जाती हɇ । 

4. सजातीयता कȧ जाचँ (Test of Homogeneity) 
2  के Ĥयोग ɮवारा इस तØय कȧ भी जाँच कȧ जाती है ͩक ͪवͧभÛन ĤǓतदश[ एक हȣ 

समĒ से ͧलए गये हɇ या नहȣ ं। 
अब हम इन सभी उपयोगɉ को ͪवèततृ Ǿप से समझɅगे – 

2  ɮवारा दो गणुɉ मɅ èवातंŧय कȧ जाचँ कȧ Ǔनàनͧलͨखत ͪवͬध है – 

2
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(i) शूÛय पǐरकãपना (Null hypothesis) 
सव[Ĥथम, हम यह पǐरकãपना करɅगे ͩक दोनɉ गणु पणू[त: èवतंğ हɇ अथा[त ् उनकȧ 
वाèतͪवक एव ंĤ×याͧशत आविृ×तयɉ मɅ अंतर शूÛय है । 
संकेता¢र 0: o eH f f    

(ii) कȧ पǐरगणना (Calculation of 2 ) 
ͩफर £ात आविृ×तयɉ ( of ) कȧ सहायता से Ĥ×याͧशत आविृ×तयɉ ( ef ) Ǔनकालकर 
Ǔनàनͧलͨखत सूğ कȧ सहायता से 2  का मूãय £ात करत ेहɇ – 

 2
2 o

e

f f
f


    
  

 

(iii) èवातंŧय (degree of freedom) 
यǑद Ûयनूतम आवǓृतयाँ £ात हɉ तो शेष आविृ×तयाँ इनके आधार पर £ात करत ेहɇ । 
èवतंğ आविृ×तयɉ कȧ संÉया के हȣ èवातंŧय संÉया कहत ेहɇ । 
d.f. (c–1) (r–1) 
c = èतàभɉ कȧ संÉया 
r = पिंÈतयɉ कȧ संÉया 

(iv) काई–वग[ ताͧलका (Chi – square Table) 
अब 2  ताͧलका मɅ से एक Ǔनिæचत साथ[कता èतर पर तथा èवातÛŧयाशं से काई वग[ 
(मूãय 2 value) देख ͧलया जाता है । 
नोट: काई वग[ ताͧलका मɅ ͪवͧभÛन साथ[कता èतरɉ पर ͪवͧभÛन èवातÛŧयाशं के ͧलए 
मूãय दे रखे होत े हɇ, लेͩकन åयवहार मɅ अͬधकाशं Ǿप से 5% साथ[कता èतर पर 
सàबƨ मूãय हȣ देखे जात ेहɇ । 

(v) परȣ¢ण (Test) 
Ǔनçकष[ कȧ Ǻिçट से 
अगर 2  का पǐरगͨणत मूãय > 2  का सारणी मूãय है तो शूÛय पǐरकãपना गलत 
हो जाती है अथा[त ्दोनɉ गणु èवतÛğ न होकर परèपर आͬĮत या सàबिÛधत होते हɇ । 
लेͩकन 2  का पǐरगͨणत मूãय < 2  का सारणी मूãय है तो शूÛय पǐरकãपना सहȣ 
होती है अथा[त ्दोनɉ गणु èवतंğ हɇ अथा[त ्उनमɅ साहचय[ नहȣ ंहै । 
उदाहरण : 1 
नीचे दȣ गई सूचना 250 रोगĒèत मरȣजɉ के उपचार के बारे मɅ है, बताइये ͩक Èया 
नया उपचार, परàपरागत उपचार कȧ तुलना मɅ अपे¢ाकृत Įेçठ है?  

उपचार  मरȣजɉ कȧ संÉया  
 प¢ मɅ Ĥभाव कोई Ĥभाव नहȣ ं कुल 
नया 
परàपरागत 

140 
 60 

30 
20 

170 
 80 
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कुल 200 50 250 
आपके अनमुान के ͧलए 5% साथ[कता èतर पर 1 èवातŧंय संÉया के ͧलए 2  का 
सारणी मूãय 3.84 है, उपयोग कȧिजए । 
हल: पǐरकãपना. 1: : o eH f f  (अथा[त ् नया उपचार परàपरागत उपचार से Įेçठ 
नहȣ ंहै ।)  

 1 : o eH f f   
 20.05 3.84; . . 1a d f    

2  का पǐरकलन  

of  ef  o ef f   2
of f   2

o

e

f f
f


 

140 
 
60 
 
30 
 
20 

200 170 136
250


  

200 80 64
250


  

50 170 34
250


  

50 80 16
250


  

4 
 
–4 
 
–4 
 
4 

16 
 

16 
 

16 
 

16 

0.118 
 

0.250 
 

0.471 
 

1.000 
    2 =1.839 

. . ( 1)( 1)d f c r   या (2 1)(2 1) 1    
5% साथ[कता èतर 1 èवातÛŧयांश के 2 का सारणी मूãय 3।84 है । 

2 का पǐरगͨणत मूãय 1.839 < 2  का सारणी मूãय 3.84 है अत: शूÛय 
पǐरकãपना सहȣ है अथा[त ्नया उपचार व परàपरागत उपचार मɅ कोई अंतर नहȣ ंहै ।  
येट का संशोधन (Yate’s Correction) 

2  Ĥयोग कȧ यह एक आवæयक शत[ है ͩक कोई भी 'कोçठ आविृ×त 5 से कम नहȣ ं
होनी चाǑहए अÛयथा 2  का मान ħमा×मक Ǔनकलेगा; ऐसी पǐरिèथǓत मɅ येट 
संशोधन ͩकया जाता है । इस संशोधन मɅ, 2×2 सारणी मɅ दȣ हु ई सबसे छोटȣ आविृ×त 
मɅ 1/2 या 0.5 जोड़ Ǒदया जाता है तथा बाकȧ कȧ तीनɉ आविृ×तयɉ को इस ढंग से 
समायोिजत ͩकया जाता है ͩक सीमाÛत योग पवू[वत रहे। 
आविृ×तयɉ का समूहन (Pooling of frequencies) 
अगर Ĥ×याͧशत आविृ×तयाँ कम हो (ͪवशेषकर 5 से कम) तब of व ef  का अÛतर £ात 
करने से पहले, ऐसी दो या दो से अͬधक आविृ×तयɉ को जोड़ Ǒदया जाता है । ऐसी 
िèथǓत मɅ, èवातंŧय संÉया का Ǔनधा[रण (d.f) इस समूहन ͩĐया के बाद ĤाÜत वगȾ कȧ 
संÉया के आधार पर हȣ ͩकया जाता है । जैसे यǑद 10 वगȾ मɅ से 3 वगȾ कȧ आवǓृत 
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5 से कम है तो इन तीनɉ का एक वग[ बनाने पर कुल वगȾ कȧ संÉया 8 होगी और 
èवातंğांश 8–1 = 7 होगी । 
उदाहरण 2 
ͩकसी रोग से गायɉ के ĤǓतर¢ण से सàबƨ Ĥयोग से Ǔनàन पǐरणाम ĤाÜत हु ए । टȣके 
कȧ Ĥभावो×पादकता के सàबÛध मɅ अपना Ǔनçकष[ Ǔनकाͧलए 
 रोग से मतृ अÛतर जीͪवत योग 
टȣका लगा 2 10 12 
टȣका नहȣं लगा 6 6 12 
 8 16 24 
येɪस सशंोधन के सǑहत 2  का पǐरकलन कȧिजए । 
हल: येɪस सशंोधन के सǑहत 
अवलोͩकत आविृ×तयाँ ( of ) Ĥ×याͧशत आविृ×तयाँ ( ef )  

  
 

  

of  ef  o ef f   2
of f   2

o

e

f f
f


 

2.5 
 
9.5 
 
5.5 
 
6.5 

4 
 
8 
 
4 
 
8 

2.25 
 

2.25 
 

2.25 
 

2.25 

0.118 
 

0.250 
 

0.471 
 

1.000 

2.25 0.56250
4

  

2.25 0.28125
8

  

2.25 0.56250
4

  

2.25 0.28125
8

  

    2 =1.68750 
Ǔनçकष[: येɪस संशोधन के बाद 2  का पǐरगͨणत मूãय 1.6875 सारणी 
मूãय से कम है अत: दोनɉ गणुɉ मɅ सहचय[ नहȣ ंअथा[त ्टȣका Ĥभावी नहȣ ंहै । 

6. अÛवायोजन – उ×कृçटता कȧ जाँच (Test of goodness of Fit)  
2  जाचँ कȧ सहायता से अÛवायायेजन कȧ उ×तमता कȧ जाँच कȧ जाती है । 

अÛवायोजन उ×कृçटता कȧ जाँच सैƨािÛतक और ĤǓतदश[ बटंन कȧ अनǾुपता या 
संगǓत का परȣ¢ण है । यǑद 2 का पǐरकͧलत मूãय 2  का सारणी मूãय है तो 
अÛवायोजन उ×तम (fit is good) माना जाता है अथा[त ् अवलोͩकत और 

2.5  9.5  12 
5.5  6.5  12 
8  16  24  

4  8  12 
4  8  12 
8  16  24 
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Ĥ×याͧशत आवǓृतयो के वĐ लगभग एक दसूरे के अनǾुप है, उनमɅ अÛतर अथ[हȣन 
है । 
लेͩकन 2  का पǐरकͧलत मूãय, > 2  का सारणी मूãय, तो वĐ अÛवायोजन 
उ×तम नहȣ ंहै अथा[त ्उनमɅ अÛतर साथ[क है । 

उदाहरण : 3 
मटर–Ĥजनन (Pea breeding) पर ͩकए गए Ĥयोगɉ से Ēेगोर मेÖडल ने बीजɉ कȧ 
Ǔनàन आविृ×तयाँ ĤाÜत कȧ 

315 गोले व पीले, 101 झुरȹदार व पीले 
108 गोले व हरे,  32 झुरȹदार व हरे.  योग 556 

ͧसƨाÛत के अनसुार आविृ×तयाँ 9:3:3:1 के अनपुात मɅ होनी चाǑहए । ͧसƨाÛत एव ं
Ĥयोग मɅ सामंजèय कȧ जाँच कȧिजए । (5% साथ[कता èतर पर èवातंŧय कोǑट 4 और 
3 के ͧलए 2  का सारणी मूãय Đमश:9.488 व 7.875 है ।) 
हल: : :o o eH f f अवलोͩकत तथा Ĥ×याͧशत बटंन समान है; 

:o o eH f f  अवलोͩकत तथा Ĥ×याͧशत बटंन समान नहȣ ंहै; 
अÛतर साथ[क है । 

a = 0.05, d.f.= 4–1 =3, 2 7.815 
2 ' का पǐरकलन 

of   ef  
 (9:3:3:1) 

o ef f   2
o ef f   2

o e

e

f f
f


 

315 
 
101 
 
108 
 
32 

556 9 313
16


  

556 3 104
16


  

556 3 104
16


  

556 1 35
16


  

+2 
 
–3 
 
+4 
 
–3 

4 
 
9 
 
16 
 
9 

0.0128 
 
0.0865 
 
0.1538 
 
2.2571 

556of   556ef   0  2 0.5102   
2  का सारणी मूãय = 7.815 
2  का पǐरकͧलत मूãय = 0.5102 है जो ͩक सारणी मूãय से बहु त कम है, 

अत: अÛवायोजन उ×कृçट है (The fit is good) दसूरे शÞदɉ मɅ, ͧसƨाÛत व 
Ĥयोग मɅ काफȧ माğा मɅ सàबÛध या सामजंèय है । 

उदाहरण : 4 
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एक शहर मे एक माह मे 4000 ͧशशओु का जÛम हुआ, िजनमɅ से 2200 लड़के तथा 
1800 लड़ͩकया ँथी । 2 का Ĥयोग करके यह £ात कȧिजए ͩक नवजात ͧशशओु मे 
लड़के–लड़ͩकयɉ का अनपुात 1:1 होता है, सहȣ है अथवा नहȣ । 
हल : : : :o o eH f f शूÛय पǐरकãपना यहमानकर चलते हɇ ͩक लड़के एव ं लड़ͩकयɉ का 
अनपुात बराबर है । 

2; 0.5; . . 1; 3.841o o eH f f a d f      ,  
 2 का पǐरकलन  

of  ef  o ef f   2
o ef f   2

o e

e

f f
f


 

2200 
 

1800 

14000 2000
2

   

14000 2000
2

   

+200 
 

–200 

40,000 
 

40,000 

20 
 

20 

4000of   4000ef   0  2 40   
2 का सारणी मूãय 1 . .(2 1)d f  पर तथा 5% साथ[कता èतर पर 3.841 है । 

पǐरकͧलत मूãय =40. 2  का पǐरकͧलत मूãय 4०> 2  का सारणी मूãय 3.841 
2  है अथा[त ्अÛतर साथ[क है। शूÛय पǐरकãपना अèवीकृत कȧ जाती है । 

7. समĒ के Ĥसारण कȧ 2  जाचँ ( 2 test for Population Variance) 
2  बटंन का के आधार पर समĒ के Ĥसरण कȧ ͪवæवाèयता सीमाएँ £ात कȧ जा 

सकती हɇ तथा समĒ के Ĥसरण सàबÛधी ͩकसी दावे को èवीकार अथवा अèवीकार 
ͩकया जा सकता है । 
यह जाँच Ǔनàनͧलͨखत दो माÛयताओं पर आधाǐरत है: 
(i) याǺिÍछक ĤǓतदश[ एक ऐसे ĤसामाÛय समĒ से ͧलया गया है िजसका माÚय 'μ' 

(àय)ू तथा Ĥसरण ͪवͧशçट 
2
p  है; तथा 

(ii) Ĥèतुत ĤǓतदश[ का Ĥमाण ͪवचलन (S) एक काई वग[ बटंन के अनǾुप ͪवतǐरत है 
िजसका èवातंŧय कोǑटया ँ(n–1) हɇ । 

समĒ Ĥसरण कȧ 2  जांच कȧ ĤͩĐया है – 
(i) शूÛय पǐरकãपना (Ho), सव[Ĥथम यह माना जाता है ͩक ĤǓतदश[ Ĥसरण (S2) 

तथा समĒ Ĥसरण ( 2P ) मɅ कोई अथ[पणू[ अंतर नहȣ ं है अथा[त ĤǓतदश[ उसी 
समĒ से ͧलया गया है ।  

(ii) 2P  का पǐरकलन 

 2

2
2
P

x x




 
या

2

2
P

ns


 

जहा ँn = याǺिÍछक ĤǓतदश[ का आकार 
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2s = ĤǓतदश[ का Ĥसरण 
2
P =समिçट Ĥसरण 

(iii) èवातंŧय कोǑटया ँ= ĤǓतदश[ आकार के ͧलए èवातंŧय कोǑटया ँ(n– 1) होती हɇ । 
(iv) ͩ फर 5% साथ[कता èतर पर (n– 1) èवातÛŧयांश के ͧलए 2  का सारणी मूãय 

देखत ेहɇ । 
(v) Ǔनण[य: यǑद 2  का पǐरगͨणत मूãय > 2  का सारणी मूãय है तो शूÛय 

पǐरकãपना अèवीकार कȧ जाती है । लेͩकन यǑद 2  का पǐरगͨणत मूãय < 2  
का सारणी मूãय है तो शूÛय पǐरकãपना èवीकार कȧ जाती हɇ । 

उदाहरण: 5 
एक ĤसामाÛय समĒ के ͧलये गए 20 आकार के एक याǺिÍछक ĤǓतदश[ का माÚय 
42 और ĤǓतदश[ Ĥसरण 36 है । इस पǐरकãपना कȧ जाँच कȧिजए ͩक समĒ Ĥसरण 
81 है। 
Ǒदया गया है: 2  का मान (0.05), 19d.f=30.144,20 d.f =31.410,21d.f= 
36.671 है 
हल (i) Ĥद×त n=20, x =42 समĒ Ĥसरण  82'ĤǓतदश[ Ĥसरण 2s =36 

(ii) शूÛय पǐरकãपना ;oH  समĒ Ĥसरण तथा समिçट Ĥसरण मɅ कोई साथ[क 
अंतर नहȣ ंहै। 

(iii) 2  का पǐरकलन 
2

2
2

20 36 8.889
81

ns



    

(iv) èवातंŧय कोǑटया ँd.f = n–1 = 20–1=19 
19 d.f के ͧलए 2  का सारणी मूãय =30.144 

(v) Ǔनण[य: 2 का पǐरकͧलत मूãय 8।889 < 2  का सारणी मूãय 30.144 है, 
अत: शूÛय पǐरकãपना स×य है तथा ĤǓतदश[ Ĥसरण एव ंसमĒ Ĥसरण मɅ कोई 
साथ[क अंतर नहȣ ंहै । 

उदाहरण. 6 
10 ͪवɮयाͬथ[यɉ का भार (ͩकĒा. मɅ) Ǔनàनांͩकत है – Èया हम यह Ǔनिæचत Ǿप से कह 
सकत ेहɇ ͩक िजन ͪवɮयाͬथ[यɉ के समĒ से उÈत 10 ͪवɮयाͬथ[यɉ का ĤǓतदश[ ͧलया 
गया है, उनके भार का Ĥमाप ͪवचलन 5 ͩकĒा. है । 
काई वग[ के आधार पर 5% साथ[कता èतर पर पǐरकलन कȧिजए? 
हल: 10 ͪवɮयाͬथ[यɉ के भार Đमश: 45,35,30,41,32,60,48,31, 42 तथा 36 
ͩकĒा. है।  

ĤǓतदश[ Ĥसरण का पǐरकलन 

Đ.सं. भार(ͩकĒा.) ͪवचलन ͪवचलन वग[ 
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ĤǓतदश[ माÚय ( x ) 400 40
10

x
n


    

ĤǓतदश[ माÚय ( 2s )
2 780 78

10
d
n


    

समĒ Ĥसरण 2 2 25p s    
2  का पǐरकलन   वकैिãपक Ǿप से 

 2

2
x x

n


 
     

2
2

2

ns


  

780 3.12
10

       
10 78 31.2

25


   

èवातÛŧयाशं d.f=(n–1) =10 –1 =9 
Ǔनव[चन: 5% साथ[कता èतर पर 9 èवातÛŧयाशं के ͧलए 2

0.05  का सारणी मूãय = 
16.92 है । 

2  का पǐरकͧलत मूãय 31.2> 2 का सारणी मूãय 16.92 है, अत: शूÛय 
पǐरकãपना अèवीकार कȧ जाती है, अंतर साथ[क है ।  

17.6 एक–परȣ¢ण : Ĥसरण – अनुपात परȣ¢ण (F– test Variance 
Ratio Test)  
जब हम यह परȣ¢ण करना चाहत ेहɇ ͩक समिçट के Ĥसरण के दो èवतंğ आकल 2

1S
तथा 2

2S  साथ[क Ǿप से ͧभÛन हɇ अथवा दोनɉ ĤǓतदश[ समान समĒ Ĥसरण 2 2
1 2   

वाले ĤसामाÛय समĒ से ͧलये गए हɇ अथवा नहȣ ं तब दो Ĥसारणɉ मɅ अंतर कȧ 
साथ[कता – परȣ¢ण के ͧलए Ĥसरण अनपुात परȣ¢ण का Ĥयोग ͩकया जाता है । इस 

  

1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 

45 
35 
30 
41 
32 
60 
48 
31 
42 
36 

+5 
–5 
–10 
+1 
–8 
+20 
+8 
–9 
+2 
–4 

25 
25 
100 
1 
64 
400 
64 
81 
4 
16 

 400 Σd=0 780 

 x x  2
x x
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ͪवͬध को ĤǓतपाǑदत करने का Įेय Ĥो. रॉनेãड ए. ͩफशर (Prof. R.A. Fisher) और 
जॉज[ सनेडकैोर (George W. Snedecor) को ĤाÜत है । Ĥसरण अनपुात जाचँ का 
नाम ͩफशर के नाम के Ĥथम अ¢र 'एफ' के आधार पर, एफ–परȣ¢ण (F–test) रखा 
गया है । 
F– बटंन समान Ĥसरण वालȣ समिçटयɉ हेत ुदो ĤǓतदश[ Ĥसरणɉ के अनपुात का बटंन 
है ।Ĥसरण ͪवæलेषण एव ं Ĥयोग अͧभकãपना ͪवæलेषण हेत ु यह एक उपयोगी व 
मह××वपणू[ बटंन है ।  

17.7 बंटन कȧ ͪवशषेताएँ (Characteristics of F–Distribution)  
इस बटंन कȧ मह×वपणू[ ͪवशेषताएँ इस Ĥकार हɇ :– 
(i) बटंन t बटंन व 2  बटंन से ͧभÛन होता है Èयɉͩक t व 2  बटंन मɅ एक हȣ 

èवातंŧय कोǑट होती है जबͩक F बटंन मे सभी संÉया दो ( 1V  व 2V ) होती है । 
एक Ĥसरण अनपुात के अंश वाले Ĥसरण व दसूरȣ अनपुात के हर वाले Ĥसरण से 
सàबिÛधत होती है । 

(ii) F बटंन का वĐ दाǑहनी ओर को धना×मक Ǿप से असमͧमत होता है तथा 
èवातंŧय कोǑटयɉ कȧ संÉया बढ़ने पर इस वĐ कȧ असमͧमǓत कम होती जाती है 
। èवातŧंय कोǑटयो कȧ संÉया अͬधक जैसे (50, 50) होने पर यह ĤसामाÛय वĐ 
का Ǿप ले लेता है । ' 

(iii) अलग–अलग èवातंŧय कोǑटयɉ के ͧलए अलग–अलग F– बटंन होते हɇ । इस Ĥकार 
F– बटनɉ का एक समुÍचय होता है । 

(iv) F का मूãय सदैव धना×मक होता है Èयɉͩक 2S हमेशा शूÛय से अͬधक होता है । 
(v) F बटंन कȧ सारणी, t सारणी 2  सारणी से ǒबãकुल ͧभÛन व जǑटल होती है । 

इस सारणी मɅ èवातंŧय कोǑटयɉ के यÊुमɉ के अनसुार ĐांǓतक मूãय Ǒदये होत ेहɇ । 
(vi) जब अंश और हर कȧ èवातंŧय कोǑटयɉ को परèपर अÛतरपǐरवǓत[त कर Ǒदया जाता 

है तो बटंन मɅ बाँई ओर का ¢ेğफल उसके दाǑहनी ओर के F मूãय के åय×ुĐम के 
बराबर होता है । l  

   1 1 2
' 1 2

1
a

a

F VV
F VV 

 
17.8 F परȣ¢ण कȧ ĤͩĐया (Procedure of F– test)  

(i). सव[Ĥथम दोनɉ ĤǓतदशɟ के Ĥसरण नीचे Ǒदये गये सूğɉ से £ात करɅगे –  

 2

2
1

1 1

x x
S

n

 



 ; 

 2

2
2

2 1

x x
S

n

 



 

(ii) ͩफर Ĥसरण अनपुात ǓनकालɅगे –. 
  2

1
2
2

S
S

  जबͩक 2 2
1 2S S  
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Ĥसरण अनपुात(F) = वहृतर  Ĥसरण आकलन
लघुउतर Ĥसरण आकलन  

(iii) दोनɉ ĤǓतदशɟ कȧ èवातंŧय कोǑटयɉ कȧ संÉया £ात करɅगे । 
V1 = अͬधक Ĥसरण वाले ĤǓतदश[ मɅ èवातंŧय कोǑट 
V2=लघतुर Ĥसरण वाले ĤǓतदश[ मɅ èवातंŧय कोǑट  

(iv) अब F सारणी से 5% साथ[कता èतर पर V1 और V2 के ͧलए मूãय देखɅगे । सारणी 
मɅ बड़ ेĤसरण वाले ĤǓतदश[ का èवातÛŧयांश बांये से दांये (horizontally) और छोटे 
Ĥसरण से सàबिÛधत èवातÛŧयाशं पहले खाने मɅ देखकर दोनɉ के संयोग वालȣ संÉया 
हȣ .05F  का सारणी मूãय होगा । 
(1% साथ[कता èतर हेत ुभी F– सारणी उपलÞध है, परÛत ुसामाÛयतया 5% साथ[कता 
èतर का हȣ Ĥयोग ͩकया जाता है ।) 

(v) Ǔनçकष[: अÛत मɅ इस Ĥकार Ǔनण[य लɅगे – 
यǑद F का पǐरकͧलत मूãय त×सàबÛधी सारणी मूãय से अͬधक है तो अÛतर Ǔनिæचत 
साथ[कता èतर पर साथ[क माना जाता है अथा[त दोनɉ ĤǓतदश[–Ĥसरण, समिçट Ĥसरण 
के सवȾ×तम आकलन नहȣ ंहɇ । अथा[त ्दोनɉ ĤǓतदश[ एक हो मूल समĒ से नहȣ ंͧलए 
गये हɇ। 
लेͩकन यǑद F का पǐरकͧलत मूãय त×सàबÛधी सारणी मूãय से कम है तो Ĥसरण 
अनपुात अथ[हȣन है तथा हम कह सकत ेहɇ ͩक दोनɉ ĤǓतदश[ एक समान Ĥसरण वाले 
मूल समĒ से हȣ ͧलए गये हɇ ।  

17.9 F परȣ¢ण कȧ माÛयताएँ (Assumptions of F– test)  
(i) समĒ का बटंन ĤसामाÛय है । 
(ii) ĤǓतदश[ इकाइया ँèवतंğ होनी चाǑहए अथा[त ् इकाइयɉ का चयन सरल याǺिÍछक 

Ǿप से ͩकया होना चाǑहए । 
(iii) Ĥसरण अनपुात 1 से अͬधक होना चाǑहए । 
(iv) Ĥसरण के ͪवͧभÛन èğोतɉ का सàपणू[ Ĥसरण के ĤǓत योगदान योगा×मक होना 

चाǑहए । 
उदाहरण : 7 
10 गायɉ के एक दैव ĤǓतदश[ को खाɮय A Ǒदया गया तथा उनके वजन मɅ वृͪ ƨ 
Ǔनàन Ĥकार हु ई 

10,6,16,17,13,12,8,14,15,9 ͩकĒा 
12 गायɉ के एक दसूरे ĤǓतदश[ के जो खाɮय B पर रखे गये, उतने हȣ समय पæचात ्
भार मɅ वृͪ ƨ Ǔनàन Ĥकार हु ई – 

7,13,22,15,12,14,18,8 21,23,10,17 ͩकĒा. 
ͧसƨ कȧिजए ͩक इन दोनɉ ĤǓतदशȾ पर आधाǐरत समĒ के Ĥसरण के आकलɉ मɅ अंतर 
साथ[क नहȣ ंहै । (V1,=11,V2=9 के ͧलए F का 5% का मान 3.112 है ।) 
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हल: पǐरकãपना – 2 2
1 2:oH    

2 2
1 2:oH    

Ǒदया गया है – a =0.05 
V1=11, V2 = 9 के ͧलए F का सारणीमान 3.112 है ।  

खाɮय A खाɮय B 
x  
10  
6 
16 
17 
13 
12 
8 
14 
15 
9 
 

x x  
–2 
–6 
4 
5 
1 
0 
–4 
2 
3 
–3 

2

x x


  
4 
36 
16 
25 
1 
0 
16 
4 
9 
9 
 

x 
7 
13 
22 
15 
12 
14 
18 
8 
21 
23 
10 
17 

x x  
–8 
–2 
7 
0 
–3 
–1 
3 
–7 
6 
8 
–5 
2 

 2
x x  

64 
4 
49 
0 
9 
1 
9 
49 
36 
64 
25 
4 

120      120 180      314 
120 12
10

xx
n


  
   

 180 15
12

xx
n


    

 2

2 120 13.33
1 10 1

x x
S

n

 
  

 
  

 2

2 314 28.55
1 12 1

x x
S

n

 
  

 
 

Ĥसरण अनपुात F= वहृतर  Ĥसरण
लघुउ×तर Ĥसरण  

1 211, 9V V   
Ǔनण[य: F का पǐरकͧलत मूãय 2.142<F का सारणी मूãय 3.112 है, अत: यह ͧसƨ 
होता है ͩक दोनɉ ĤǓतदशȾ से Ǔनकाले गये समĒ Ĥसरण के आकल साथ[क Ǿप से 
ͧभÛन नहȣ ंहɇ । oH  èवीकार कȧ जाती है, दोनɉ ĤǓतदश[ समान Ĥसरण वाले समĒɉ से 
चुने गए हɇ । 

17.10 सारांश (Summary)  
काई वग[ परȣ¢ण मɅ अवलोͩकत आविृ×तयɉ और Ĥ×याͧशत आविृ×तयɉ के मÚय अंतर 
कȧ साथ[कता का परȣ¢ण ͩकया जाता है । 2  का मान शूÛय से अनÛत तक हो 

28.55 2.142
13.33

   
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सकता है तथा सदैव धना×मक होता है । इसमɅ समिçट के Ĥाचल के मान के सàबÛध 
मɅ कोई पǐरकãपना नहȣ ंकȧ जाती है तथा 2  बटंन èवातंŧय कोǑटयɉ कȧ संÉया पर 
आधाǐरत होता है । परȣ¢ण हेत ुĤǓतदश[ याǺिÍछक Ǿप से चुना हुआ तथा N–50 से 
अͬधक होना चाǑहए । कोçठ आविृ×त 5 से कम होने पर येट–संशोधन करना चाǑहए । 

2  का ͪवͧशçट गणु यह है ͩक यǑद ͩकसी समिçट से अनेक याǺिÍछक ĤǓतदश[ लेकर 
उनका अÚययन ͩकया जाये तो ͪवͧभÛन ĤǓतदशɟ के अलग–अलग काई–वगȾ के मान 
जोडकर परेू समिçट के बारे मɅ अͬधक ͪवæवसनीय Ǔनçकष[ Ǔनकाल सकत ेहɇ । èवतंğता 
कȧ जाचं, अÛवायोजन उ×कृçटता कȧ जाँच, समĒ के Ĥसरण कȧ जाँच तथा सजातीयता 
कȧ जाँच मɅ 2  परȣ¢ण उपयोगी है । 
दो Ĥसरणɉ मɅ अंतर कȧ साथ[कता परȣ¢ण हेत ुĤसरण अनपुात परȣ¢ण (F–test) ͩकया 
जाता है । F– बटंन समान Ĥसरण वालȣ समिçटयो हेत ुदो ĤǓतदश[ Ĥसरणɉ के अनपुात 
का बटंन है । 
F– बटंन मɅ èवातंŧय कोǑट कȧ संÉया ( 1V व 2V ) होती है । इसमɅ èवातंŧय कोǑटयɉ कȧ 
संÉया अͬधक होने पर यह ĤसामाÛय वĐ का Ǿप ले लेता है । F का मूãय सदैव 
धना×मक होता है । l परȣ¢ण हु ए Ĥसरण अनपुात 1 से अͬधक होना चाǑहए । Ĥसरण 
के ͪवͧभÛन İोतɉ का सàपणू[ Ĥसरण के ĤǓत योगदान योगा×मक होना चाǑहए ।  

17.11 शÞदावलȣ (Glossary)  
काई परȣ¢ण अवलोͩकत आविृ×तयɉ ( of ) और Ĥ×याͧशत आविृ×तयɉ ( ef ) के अÛतरɉ 
के वगȾ के Ĥ×याͧशत आविृ×तयɉ पर अनपुातɉ का योग ।  
येट का संशोधन कोçठ आविृ×त 5 से कम होने पर 22 साǐरणी मɅ दȣ गई सबसे 
छोटȣ आविृ×त मɅ 0.5 जोड़ Ǒदया जाता है तथा बाकȧ तीनɉ आविृ×तयɉ को इस ढंग से 
समायोिजत ͩकया जाता है ͩक सीमाÛत योग पवू[वत ्रहे । 
F –बटंन : दो èवतंğ काई–वग[ ͪवचरɉ के अनपुात के एग गणुज का बटंन । 
सजातीयता समिçटयɉ का या उनके ͩकसी Ĥाचल का अͧभÛन होना ।  

17.12 èवपरख Ĥæन/ अßयास (Self–Assessment Questions / 
Exercise)  

1. काई–वग[ परȣ¢ण से आपका ता×पय[ है? उसके ͪवͧभÛन अनĤुयोग कौन–कौनसे हɇ? 
उदाहरण सǑहत समझाइये । 

2. काई–वग[ बटंन के ͪवशेष गणुɉ कȧ उदाहरण सǑहत åयाÉया कȧिजए । काई–वग[ जाचं के 
Ĥयोग कȧ आवæयक शतɟ का भी वण[न कȧिजए । 

3. 2 परȣ¢ण के गणु èवातंŧय कȧ आवæयक शत[ बताइये । 
4. काई वग[ अÛय काई वग[ मूãयɉ के साथ संचया×मक गणु रखता है । इस कथन कȧ 

åयाÉया कȧिजए ।  
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5. ǑटÜपͨणया ँͧलͨखए 
(i) èवातंŧय संÉया (ii) येट का सशंोधन (iii) अÛवायोजन–उ×कृçटता कȧ जाँच  

17.13 आंͩकक Ĥæन (Numerical Questions)  
1. सारͨणयɉ के एक समूह मɅ से 300 अंक याǺिÍछक Ǿप से चुने गए । उनकȧ 

आविृ×तयाँ इस Ĥकार दȣ गई हɇ । 2  के Ĥयोग ɮवारा इस पǐरकãपना कȧ यथाथ[ता 
का मूãयांकन कȧिजए ͩक उन सारͨणयɉ मɅ अंक समान Ǿप से ͪवतǐरत थे । 
Digit 0 1 2 3 4 5 6 7 8 9 Total 
Frequency 28 29 33 31 26 35 32 30 31 25 300 
(उ×तर : 2 = 2.864 हो समान Ǿप से ͪवतǐरत) 

2. भारत के एक नगर मɅ खाɮय सàबÛधी सवȶ¢ण से Ǔनàनांͩकत पǐरणाम ĤाÜत हु ए । 
इस तØय का परȣ¢ण कȧिजए ͩक Èया चाय पीने कȧ आदत के सàबÛध मɅ दोनɉ 
समुदायɉ मɅ कोई साथ[क अंतर है? (Ĥद×त: èवातंŧय कोǑट 1 के ͧलए 2

.05  3841) 
पǐरवारɉ कȧ संÉया ǑहÛद ू मुिèलम 
चाय पीने वाले 1236 164 
चाय न पीने वाले 564 36 

(उ×तर 2 =15.24, oH  अस×य है; दोनɉ धमा[वलिàबयɉ कȧ चाय पीने कȧ आदत मɅ 
अंतर साथ[क है ।)  

3. Ǔनàनांͩकत समकं Ǒदए गए हɇ । Èया ये संÉयाऐं इस पǐरकãपना का समथ[न करती हɇ 
ͩक बुͪ ƨमान ͪपताओं के बुͪ ƨमान पğु हɇ । (5% साथ[कता èतर पर 2  का मूãय 1d.f 
हेत ु3.841 है ।) 
 बुͪ ƨमान पğु मÛदबुͪ ƨ पğु 
बुͪ ƨमान ͪपता 24 12 
मÛद बुͪ ƨ ͪपता 32 32 
(उ×तर 2  = 2.597 नहȣ)ं 

4. एक कारखाने का ĤबÛधक दावा करता है ͩक उसके यहा ँकाय[रत Įͧमकɉ कȧ मजदरूȣ मɅ 
90 Ǿ. का Ĥसरण है । उसके कारखाने मɅ काय[रत 10 Įͧमकɉ के दैव ĤǓतदश[ मɅ 
मजदरूȣ मɅ 120 Ǿ. का Ĥसरण पाया गया । Èया ĤबÛधक का दावा सहȣ है जबͩक 
1% साथ[कता èतर पर 9 èवातंŧय कोǑटयɉ के ͧलए 2 का मान 21.7 है। 

(उ×तर: 2  का पǐरकͧलत मूãय 10 120 13.33 21.7
90 oH

   èवीकृत अंतर 

साथ[क नहȣ)ं 
5. Ǔनàन सारणी मɅ A और B दो मजदरूɉ ɮवारा ĤǓतǑदन उ×पाǑदत इकाइयɉ कȧ संÉया दȣ 

गई । F– परȣ¢ण का Ĥयोग करत ेहु ए यह बताइये ͩक Èया A अͬधक िèथर मजदरू 
हɇ।  .05 1 2 3.97F VV   
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A 35 25 33 36 33 30 – –  
B 34 33 36 28 27 34 35 29 
(उ×तर: F = 1.33 < 3.97 (F.05)नहȣ)ं 

17.14 उपयोगी पुèतकɅ  (Further Readings) 
1. Arora P.N and Arora S. Statistics, S. Chand & Sons ,New Delhi  
2. Gupta, S.P., Statistical Methods, Sultan Chand & Sons, New Delhi  
3. Sancheti, D.C and Kapoor, V.K., Statistics (Theory, Methods and 

Application), 
4. Sultan Chand & Sons, New Delhi 
5. नागर, कैलाशनाथ, सांिÉयकȧ के मूल त×व, मीना¢ी Ĥकाशन, मेरठ 
6. शमा[, जैन, पारȣका सांिÉयकȧ, रमेश बकु ͫडपो, जयपरु । 
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इकाई – 18 : Ĥसरण ͪवæलेषण [Analysis of Variance 
(ANOVA)] 

इकाई कȧ Ǿपरेखा 

18.0 उƧेæय 
18.1 पǐरचय 
18.2 Ĥसरण ͪवæलेषण कȧ पǐरभाषाएँ 
18.3 माÛयताएँ 
18.4 Ĥसरण ͪवæलेषण के Ĥयोग 
18.5 Ĥसरण ͪवæलेषण कȧ ͪवͬधया ँ 
18.6 साराशं 
18.7 शÞदावलȣ 
18.8 èवपरख Ĥæन / अßयास 
18.9 आंͩकक Ĥæन 
18.10 उपयोगी पèुतकɅ   

18.0 उƧेæय  
इस इकाई के अÚययन के बाद आप इस योÊय हो सकɅ गे ͩक : 

 Ĥसरण ͪवæलेषण कȧ पǐरभाषा एव ंमाÛयताएँ समझ सके । 
 Ĥसरण ͪवæलेषण के Ĥयोग जान सकɅ  । 
 Ĥसरण ͪवæलेषण कȧ ͪवͬधयɉ को उदाहरणɉ के माÚयम से हल करके समझ सकɅ  ।  

18.1 पǐरचय (Introduction)  
दो ĤǓतदश[ माÚयɉ मɅ अंतर कȧ साथ[कता कȧ जाचँ करने के ͧलए बड़ े ĤǓतदशɟ कȧ 
ͪवͬधया ँजैसे – t – test, z – test आǑद का Ĥयोग करत ेहɅ लेͩकन दो से अͬधक 
ĤǓतदश[ माÚयɉ के अंतरɉ कȧ साथ[कता जांच इन ͪवͬधयɉ से नहȣ ंकȧ जा सकती है जैसे 
– हमɅ 5 ͪवͧभÛन Ĥकार कȧ खादɉ का गेहू ँकȧ उपज पर Ĥभाव देखना है, Ĥ×येक Ĥकार 
कȧ खाद पॉच–पाँच खेतɉ मɅ डालȣ जाती है । इस Ĥकार कुल 25 खेतɉ मɅ पाँच Ĥकार 
कȧ खादɉ का Ĥयोग ͩकया जाता है । अब हम अगर एक हȣ जाँच ɮवारा यह जानना 
चाहत ेहɇ पाँचɉ माÚय समान व सजातीय हɇ या उनमɅ अंतर साथ[क है । ऐसी पǐरिèथǓत 
मɅ t– जांच ɮवारा पांचɉ माÚयɉ के अÛतर कȧ साथ[कता कुल ͧमलाकर एक साथ नहȣ ंकȧ 
जा सकती है । इस िèथǓत मɅ Ĥसरण ͪवæलेषण कȧ Ĥͪवͬध Ĥयोग मɅ लȣ जाती है । 
Ĥसरण ͪवæलेषण ɮवारा दो से अͬधक ĤǓतदश[ माÚयɉ के अंतरɉ कȧ साथ[कता कȧ जाँच 
कȧ जाती है । Ĥसरण ͪवæलेषण कȧ सहायता से एक हȣ परȣ¢ण ɮवारा अनेक माÚयɉ 
कȧ सजातीयता कȧ जाँच कȧ जाती है । 1923 मɅ सर रॉनãैड ए. ͩफशर ने Ĥसरण 
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ͪवæलेषण ͪवͬध का ĤǓतपादन ͩकया तथा बाद èनेडेकॉर व अÛय ͪवɮवानɉ ने इस ͪवͬध 
के ͪवकास मɅ अपना योगदान Ǒदया ।  

18.2 Ĥसरण ͪवæलेषण कȧ पǐरभाषाएँ (Definitions of Analysis of 
Variance)  

(1) सर रॉनãैड ए. ͩफशर के अनसुार ''कारणɉ के एक ɮवारा अͧभǓनधा[ǐरत Ĥसरण का अÛय 
वगȾ से उ×पÛन होने वाले Ĥसरण से पथृÈकरण Ĥसरण ͪवæलेषण कहलाता है ।'' 

(2) यलू एव ं केÛडाल के अनसुार 'Ĥसरण ͪवæलेषण, ͪवͧभÛन समकं समूहɉ मɅ पाये जाने वाले 
अंतरɉ कȧ साथ[कता का परȣ¢ण करने कȧ ĤͩĐया है िजससे समूहɉ कȧ सजातीयता का 
अÚययन ͩकया जाता है ।''  
इस Ĥकार यह एक ऐसी ͪवͬध है िजसके ɮवारा कुल Ĥसरण को ͪवͧभÛन कारणɉ से होने 
वाले Ĥसरण संघटकɉ मɅ बांटकर उनकȧ तुलना ɮवारा ͪवͧभÛन ĤǓतदश[ माÚयɉ कȧ 
सजातीयता कȧ जाँच कȧ जाती है । Ĥारàभ मɅ इस ͪवͬध का Ĥयोग कृͪष एव ंĤाणी ͪव£ान 
मɅ ͩकया जाता है परÛत ुआजकल अनेक ¢ेğɉ के अनसुंधानɉ मɅ इसका Ĥयोग होता है । 

18.3 माÛयताएं (Assumptions)  
Ĥसरण ͪवæलेषण ͪवͬध Ǔनàनͧलͨखत माÛयताओं पर आधाǐरत है – 

(1) èवतंğता (Independence) 
ĤǓतदश[ कȧ इकाईयɉ का चयन èवतंğ एव ंयाǺिÍछक Ǿप से होना चाǑहए । अगर चयन 
èवतंğ नहȣ ंहै तो Ĥसरण ͪवæलेषण परȣ¢ण कȧ उपयोͬगता कम रहती है । 

(2) सजातीयता (Homogeneity) 
मूल समिçट एव ं ĤǓतदश[ दोनɉ के माÚय एव ं Ĥसरण सजातीयता होने चाǑहए उनमɅ 
अंतर साथ[क नहȣ ंहोना चाǑहए । 

(3) ĤसामाÛयता (Normality) 
िजस समिçट से ĤǓतदश[ का चयन ͩकया गया है उसका बटंन ĤसामाÛय होना चाǑहए । 
मूल समिçट मɅ मानक ĤसामाÛय वĐ कȧ सभी मौͧलक ͪवशेषताएँ ͪवɮयमान होनी 
चाǑहए। 

(4) संयोÏयता (Additiveness) 
ͪवͧभÛन संघटक–Ĥसरणɉ का योग कुल Ĥसरण के बराबर होना चाǑहए । अगर ये सभी 
माÛयताएँ परूȣ नहȣ ंहोती हɇ तो Ĥसरण ͪवæलेषण परȣ¢ण कȧ उपादेयता कुछ कम हो 
जाती है ।  

18.4 Ĥसरण ͪवæलेषण के Ĥयोग : (Uses of ANOVA) 
Ĥसरण ͪवæलेषण ͪवͬध का अनेक ¢ेğɉ के अनसुधंानɉ मɅ Ĥयोग होता है, िजनमɅ से कुछ 
Ĥमुख 
Ǔनàनͧलͨखत हɇ – 
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(i) अनेक माÚयɉ मɅ अÛतरɉ कȧ साथ[कता जाँच :दो ĤǓतदशɟ के माÚयɉ के अंतरɉ कȧ 
साथ[कता कȧ जाँच Z– परȣ¢ण अथवा t परȣ¢ण ɮवारा कȧ जाती है । लेͩकन दो से 
अͬधक अंतरɉ कȧ जाँच हेत ुĤसरण ͪवæलेषण ͪवͬध का Ĥयोग ͩकया जाता है । इसके 
Ĥयोग से यह जाचँ कȧ जाती है ͩक सभी ĤǓतदश[ एक हȣ मूल समिçट से चुने गये हɇ 
और उनके माÚयɉ मɅ अंतर केवल ĤǓतचयन के कारण हɇ अथवा अÛय कारणɉ से हɇ । 

(ii) Ĥसरणɉ के अंतर कȧ साथ[कता जाचँ: इसमɅ f– गणुांक (f–Coefficient) का Ĥयोग करके 
ͪविÛğ ĤǓतदशɟ के Ĥसरणɉ के अंतरɉ कȧ साथ[कता जाँच कȧ कȧ जाती है । 

(iii)  ɮͪव–मागȸय वगȸकरण मɅ उपयोग: जब दो आधारɉ पर समकंɉ का वगȸकरण करत ेहɇ । 
तब भी इस ͪवͬध के Ĥयोग से सजातीयता कȧ जाँच कȧ जाती है । जैसे – एक कृषक 
ɮवारा आल ूकȧ 4 ͪवͧभÛन ͩकèमɅ उगायी जाती हɇ ओर उनके ͧलए 4 ͪवͧभÛन Ĥकार 
कȧ उव[रकɉ का Ĥयोग ͩकया जाता है । ɮͪवमागȸय ͪवæलेषण ɮवारा वह कृषक यह £ात 
कर सकता है ͩक उपज के सàबÛध मɅ ͪवͧभÛन Ĥकार के आल ूमɅ समानता है या नहȣ ं
और ͪवͧभÛन उव[रकɉ के Ĥयोग से उपज मɅ समानता है अथवा अÛतर साथ[क है ।  

(iv) सह–सàबÛध एव ं Ĥतीपगमन कȧ जाँच: Ĥसरण ͪवæलेषण ͪवͬध कȧ सहायता से 
सहसàबÛध अनपुात एव ं बहु गणुी सहसàबÛध गणुांक कȧ साथ[कता जाँच तथा 
Ĥतीपगमन कȧ रैͨखकता कȧ जाँच कȧ जाती है ।  

18.5 Ĥसरण ͪवæलेषण कȧ ͪवͬधयाँ (Techniques of Analysis of 
Variance) 

 
(i). एक मागȸय वगȸकरण: जब एक हȣ घटक के आधार पर Ĥे¢णɉ का वगȸकरण ͩकया 

जाता है तब उसे एक साधन वगȸकरण, एक मागȸय वगȸकरण कहत ेहɇ । जैसे – अगर 
गेहू ँकȧ उपज पर चार ͪवͧभÛन Ĥकार कȧ उव[रकɉ का Ĥभाव देखना हो तो अÛय कारक 
जैसे – बीज कȧ ͩकèम, ͧसचंाई åयवèथा, ͧम͠ी कȧ उव[रकता आǑद को छोड़ देत ेहɇ तो 
ऐसी िèथǓत मɅ एक साधन वगȸकरण मɅ Ĥसरण ͪवæलेषण का Ĥयोग करɅगे । 
Ĥसरण ͪवæलेषण कȧ इस Ĥͪवͬध मɅ तीन ͪवͬधया ँअपनात ेहɇ – 

(I). Ĥ×य¢ रȣǓत (Direct Method) 
Ĥ×य¢ रȣǓत कȧ ĤͩĐया 

1. पǐरकãपना 
शूÛय पǐरकãपना : 0 1 2 3 4: : ...... xH          
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यह पǐरकãपना कȧ जाती है ͩक जो ĤǓतदश[ याǺिÍछक Ǿप से चयन ͩकए गए उनके 
समाÛतर माÚय एक समान हɇ तथा उनमɅ कोई अंतर साथ[क नहȣ ंहै । 
वकैिãपक पǐरकãपना: 1 1 2 3 4 ...... kH           

2. ĤǓतदशȾ के 'बीच' Ĥसरण (Variance’ Between ‘the Samples) 

(a) सबसे पहले Ĥ×येक ĤǓतदश[ का अलग–अलग समाÛतर माÚय ǓनकालɅगे – 1 2, ....x x x   
(b) ͩफर सभी ĤǓतदश[ माÚयɉ का एक वहृत माÚय (Grand mean). £ात करɅगे  

1 2 3 4..... kx x x x xx
k

  


 (जबͩक ĤǓतदशȾ के आकार समान हɉ)  
1 2 3 4

1 2 3 4

.....
....

kx x x x xx
n n n n nk

    


   (जबͩक ĤǓतदशȾ के आकार असमान हɉ)  
संकेत, K ĤǓतदशȾ कȧ संÉया 

x  ĤǓतदश[ माÚयɉ का वहृत माÚय 

(c) अब =      2 2 2

1 21 2* ... kkSSB n x x n x x n x x       

SSB* = Sum of squares between samples 
3. ĤǓतदशɟ के 'अÛतग[त. Ĥसरण (Variance ‘within the samples) 

(a) सव[Ĥथम Ĥ×येक ĤǓतदश[ का माÚय £ात ͩकया जाता है – 1 2 3, , ..... kx x x x  
(b) Ĥ×येक ĤǓतदश[ कȧ इकाईयɉ का ĤǓतदश[ माÚय से ͪवचलन  11x x ......... लेत े

हɇ तथा इन ͪवचलनɉ का वग[  2
11x x  का जोड़ ĤाÜत करɅगे । 

     2 2 2
1 21 2..... ..... kkSSW x x x x x x         

(c) अब, ͪवचलन वगȾ के जोड़ (SSW) को उसकȧ èवातंŧय संÉया से भाग देकर 
ĤǓतदशɟ के अÛतग[त Ĥसरण का पǐरगणन करत ेहɇ । 
èवातंŧय (df) या        2 1 2 31 1 1 ... 1kV N k n n n N           
N= सभी ĤǓतदशɟ कȧ कुल इकाई संÉया 
K = ĤǓतदशɟ कȧ संÉया 
n = Ĥ×येक ĤǓतदश[ मɅ इकाईयɉ कȧ संÉया 

(d) MSW = SSW÷(N–K) 
4. Ĥसरण ͪवæलेषण सारणी (ANOVA Table) 

ͪवचलन वग[, Ĥसरण èğोत, èवातंŧय संÉया, Ĥसरण तथा Ĥसरण अनपुात को एक 
ͪवæलेषणा×मक सारणी के Ǿप मɅ Ĥदͧश[त करत ेहɇ, जो इस Ĥकार हɇ – 
Ĥसरण ͪवæलेषण सारणी (ANOVA Table – One Way Classification) 



(447) 
 

5. Ĥसरण अनपुात : 

F=
ĤǓतदशɟ के ‘बीच’ Ĥसरण 

ĤǓतदशɟ के ᇱअÛतग[तᇱ Ĥसरण
  या F = वहृ×तर  Ĥसरण

लघ×ुतर Ĥसरण 

6. F का सारणी मूãय (Table value of F) 
F सारणी मɅ, 5% साथ[कता èतर पर f का सारणी मूãय देखɅगे । इसके ͧलए (V1) वाले 
खाने मɅ नीचे कȧ ओर लघ×ुतर Ĥसरण से सàबिÛधत V2 वालȣ पिंÈत मɅ सामने जो संÉया 
दȣ है वहȣ F.05 का सारणीमूãय है । अÛय साथ[कता èतरɉ के ͧलए भी सारणी मूãय (f–
table) Ǒदये होत ेहɇ ।  

7. F का अथ[ Ǔनवा[चन (Interpretation of F) 
(a) अगर F का पǐरकͧलत मान > उसका सारणीमान है तो ĤǓतदश[ माÚयɉ मɅ अंतर 

साथ[क है तथा वह ĤǓतचयन उÍचावनɉ के कारण उ×पÛन नहȣ ं हुआ है अथा[त सभी 
ĤǓतदश[ एक मूãय समिçट से नहȣ ं ͧलये गये हɇ । ऐसी िèथǓत मɅ Ho अèवीकृत कȧ 
जाती है तथा H1 को स×य मानत ेहɇ । 

(b) अगर F का पǐरकͧलतमान < उसका सारणीमान है तो ͪवͧभÛन माÚयो मɅ अंतर 
अथ[हȣन है और सभी ĤǓतदश[ एक हȣ समिçट से चुने गये हɇ । ऐसी िèथǓत मɅ Ho का 
èवीकार करɅगे । तथा Ha को अèवीकृत 

उदाहरण : 1 
Ǔनàनͧलͨखत समंक उव[रक कȧ तीन िजèमɉ X1,X2,X3, के उपयोग से 9 खेतɉ मɅ 
पदैावार (हजार टनɉ मɅ) से सàबिÛधत है – 

ͩकèम 
Plots X1 X2 X3 

y1 10 13 4 

Ĥसरण İोत 
(Source of 
Variance) 

वगɟ का जोड़ 
(Sum of 
Square 
SS.) 

èवातंŧय 
कोǑटयाँ 
(degree of 
freedom 
d.f) 

Ĥसरण या माÚय वग[ 
(Mean of 
freedom d.f) 

Ĥसरण 
अनपुात 
(Var.Ratio 
f) 

ĤǓतदशɟ के बीच 
(between 
Samples 
ĤǓतदश[ के अतंग[त 
(Within samples) 

 

(SSB) 

 

(SSW) 

k–1 
 
 

N–k 

(MSB) 
 

(MSW) 

 
 

 

कुल योग (Total)  

(SST) 

 
N–1 

  

 2

n x x   


 2
kkx x 

   
2

1n x x k     


   
2

kkx x N k   
MSB
MSW

 2

x x
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y2 16 19 7 
y3 19 22 13 

Èया ͪवͧभÛन ͩकèमɉ से उ×पादन मɅ अंतर साथ[क है? 
हल: (i) सव[Ĥथम तीनɉ ͩकèम का माÚय £ात करɅगे । 

1
10 6 19 15

3
x  
   

2
13 19 22 18

3
x  

   

3
4 7 13 8

3
x  
   

(ii). अब माÚयɉ का माÚय £ात करɅ  x  

1 2 3x x xx
k

 
  

K = ĤǓतदशɟ कȧ: संÉया = 3  
15 18 8 13.67

3
x  
   

(iii).  ĤǓतदशɟ के बीचे Ĥसरण 

     2 2 2

1 2 31 2 32

1

n x x n x x n x x
O

k


    



 

     2 2 23 15 13.67 3 18 13.67 3 8 13.67
3 1

    


 

5.33 56.33 96.34 158 79
2 2

 
   

(iv). ͩकèमɉ के अÛतग[त Ĥसरण 
1x   2

11x x  2x   2
22x x  3x   2

33x x  

10 25 13 25 4 16 
16 1 19 1 7 1  
19 16  22 16  13 25  
1 42  1 42  1 42  

     
 

2 2 22
1 2 31 2 3O Within x x x x x x

N k

      


    

 
42 42 42 126 21

9 3 6
 

  


 

: :o A B CH      
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 : ,aH A BandC समान नहȣ ंहै । 
साथ[कता èतर 0,5 
ĐािÛतक मान F =(2, 6, 0.5) = 5.14 

F = ĤǓतदशɟ के ᇱबीचᇱ Ĥसरण 
ĤǓतदशɟ के अंतग[त Ĥसरण  

 
F का सारणी मान = 5.14 
F का पǐरकͧलत मान 3.76 सारणी मान 5.14 से कम है, अत: 5% साथ[कता साथ[क 
नहȣ ंहै, अथा[त सभी ͩकèमɉ मɅ उ×पादन समान है । 

(II). लघ ुरȣǓत (Short Cut Method) 
यǑद समाÛतर माÚय पणूाɍक मɅ न हो तो Ĥ×य¢ ͪवͬध ɮवारा Ĥसरण ͪवæलेषण अͬधक 
कǑठन होता है Ĥ×य¢ ͪवͬध कȧ गणन ĤͩĐया अͬधक कǑठन व समय लेने वालȣ होती 
है अत: åयवहार मɅ लघ ुरȣǓत का Ĥयोग ͩकया जाता है । 
लघ ुरȣǓत ɮवारा Ĥसरण ͪवæलेषण कȧ ĤͩĐया Ǔनàनͧलͨखत है. 
(i) सव[Ĥथम संशोधन कारक £ात करɅगे – 

 
 

2

. TCorrectionFactor C F
N


 

 2 1 2 3 .... 2.kT X X X X        
N= कुल इकाइयɉ कȧ संÉया 

(ii) ĤǓतदश[ मूãयɉ का योग और मूãय वगɟ का योग £ात करɅ 

ĤǓतदश[ इकाइयɉ का योग 1 2 3 .... kX X X X         

मूãय वगɟ का योग 
2 2 2 2

1 2 3 ..... kX X X X         
(iii) वगɟ का कुल जोड़ (Total sum of square –SST) 

2 2 2
1 2 3 .X X X C F         

(iv) ĤǓतदशɟ के बीच वगɟ का योग (Sum of squares between Samples) – 
SSB 

     2 2 2

1 2 3

1 2 3

. . .
X X X

S S B C F
n n n

 
     
 
 

  

 
(v) ĤǓतदशɟ के अÛतग[त वगȾ का जोड़ (Sum of Squares ‘Within’ 

samples – SSW)  
S.S.W = SST – SSB 

(vi) ͪ वæलेषण सारणी और अथ[ Ǔनव[चन (ANOVA Table and Interpretation) 
शेष ĤͩĐया Ĥ×य¢ रȣǓत के हȣ समान है । 

79 3.76
21

   
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उदाहरण : 2  
उदाहरण (1) को लघ ुरȣǓत ɮवारा कȧिजए । 

हल :     ͩकèमɅ  
Plats 1X  2

1X  2X  2
2X  3X  2

3X  

1Y  

2Y  

3Y  

10 
16 
19 

100 
256 
361 

13 
19 
22 

169 
361 
484 

4 
7 
13 

16 
49 
169 

 45 717 54 1014 24 234 
संशोधन कारक £ात करɅगे – 

 22 12345 54 24. 1681
9 9

TC F
N

 
     

 2 2 2
1 2 3 .SST X X X C F      

 717 1014 234 1681 284      
22 2

31 2

1 2 3

.XX XSSB C F
n n n

      
       
     

 

2 2 245 54 24 1681
3 3 3

     

= 657 + 972 + 192 – 1681 = 158 
SSW = SST – SSB 
284 – 158 = 126  

ANOVA Table 
Ĥसरण İोत वगȾ का जोड़ èवातंŧय कोǑटया ँ माÚय वग[ Ĥसरण 

अनपुात  
(i) ĤǓतदशɟ के बीच SSB = 158 (k–1)=3–1=2 158 79

2
  79

21
F    

(ii) ĤǓतदश[ के अÛतग[त SSW=126 
SST =284 

(N–k)=9–3=6 
N–1=9–1=8 

126 21
6

  =3.76 

पǐरकͧलत मूãय = 3.76 
सारणी मूãय = (2,6,0.05)= (5.14) 

पǐरकͧलत मूãय F (3.76) < सारणी मूãय (5.14) 
Ho èवीकार कȧ जाती है, अंतर साथ[क नहȣ ंहै । 
(III). मूल ǒबÛद ुपǐरवत[न ͪवͬध (Cooling Method) 
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जब Ĥसरण ͪवæलेषण ͩकया जाता है तब F गणुाकं एक अनपुात के Ǿप मɅ होता है 
और वह ͪवमाहȣन (Dimensionless) होता है अथा[त ्पǐरकलन (Calculations) को 
आसान बनाने के ͧलए मूल समंकɉ मɅ कोई िèथराकं जोड़ा, घटाया, गणुा या भाग कर 
Ǒदया जाये तो उसके मान पर कोई Ĥभाव नहȣ ंपड़ता है । मूल समंकɉ मɅ पǐरवत[न कर 
देने से Ĥसरण–अनपुात पवू[वत हȣ रहता है । मूल समंकɉ मɅ से एक Ǔनिæचत संÉया 
जोड़ने, घटाने, गणुा या उससे भाग देने से गणन ͩĐया आसान हो जाती है तथा F– 
गणुांक कȧ शुƨता पर कोई Ĥभाव नहȣ ं पड़ता है । जैसे 2050,1980,2025,1999 
आǑद मूãयɉ मɅ से 2000 घटाकर 50, – 25,25, – 1 मɅ बदल लɅगे । शेष गणना 
ĤͩĐया लघ ुरȣǓत के समान हȣ होगी ।  

उदाहरण : 3 
ͩकसी शहर के ͪवɮयालयɉ मɅ से Ĥ×येक कȧ पाँचवी ंक¢ा के 5–5 ͪवɮयाथȸ याǺिÍछक 
Ǿप से चुने गए और उनकȧ एक परȣ¢ा लȣ गई । ĤाÜताकं नीचे Ǒदये गये हɇ । चारो 
ͪवɮयालयɉ के माÚय 
ĤाÜताकंɉ मɅ अंतर कȧ साथ[कता जाँच करने के ͧलए Ĥसरण ͪवæलेषण कȧिजए । 

ͪवɮयालय 
A B C D 
8 
10 
12 
8 
7 

12 
11 
9 
14 
4 

18 
12 
16 
6 
8 

13 
9 
12 
16 
15 

हल: पǐरकãपना 1 2 3 4:oH        

1 1 2 3 4H          
पǐरकलन : सव[Ĥथम मूल समकंɉ मɅ से 10 घटाने पर Ǔनàन समकं सारणी 
बनेगी ।  

 
 
 
 
 
 
 
 
 

A 
 

B 
 

C 
 

D 
 

–2 
0 
+2 
–2 
–3 

+2 
+1 
–1 
+4 
–6 

+8 
+2 
+6 
–4 
–2 

+3 
–1 
+2 
+6 
+5 

 

 

 

 

 

 

 

 

 1X  2X  3X  4X

1 5x 

1 1x 

2 0x 

2 0x 

3 10x 

3 2x 

4 15x 

4 3x 
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xor Grand Mean 1 2 3 4 1 0 2 3 1
4 4

x x x x      
   

1 2 3 4T X X X X         

5 0 10 15 20       

संशोधन कारक
2 20 20 20

20
T
N


    

कुल ͪवचलन वगɟ का जोड़ (SST) 
वग[ (Squares) 

SST = (21+58+124+75)–20 
=278–20 =258 

     2 2 2
1 2 3

1 2 3

.
x x x

SSB C F
n n n

   
    
  

 

       2 2 2 25 0 10 15
20

5 5 5 5

 
    
  

 

= [5+0+20+45] –20=50 
SSW = SST – SSB = 258–50=208 
èवातंŧय कोǑटयɉ कȧ संÉया 
ĤǓतदशɟ के बीच = k –1 =4–1=3 
ĤǓतदशɟ के अÛदर =N–k=20–4=16 
कुल ,Ĥसरण के ͧलए = N–1=20–1=19 

Ĥसरण ͪवæलेषण सारणी  

A B C D 
4 
0 
4 
4 
9 

4 
1 
1 
16 
36 

64 
4 
36 
16 
4 

9 
1 
4 
36 
25 

    

Ĥसरण èğोत  वगɟ का जोड़ èवातंŧय 
कोǑटया ँ

Ĥसरण Ĥसरणानपुात 

2
1 21X  2

2 58X  2
3 124X  2

4 75X 
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V1 = 3 व V2 = 16 के ͧलए F0.05=5.29 

F का पǐरकͧलत मान 1.28 सारणीमान 5.29 से कम है, अत: अÛतर साथ[क नहȣ ंहै 
। 
ɮͪवमागȸ वगȸकरण मɅ Ĥसरण ͪवæलेषण (Two way classification in Analysis 
of Variance)  
कभी–कभी हम एक से अͬधक शूÛय पǐरकãपना कȧ èवीकृǓत अथवा अèवीकृǓत करना 
चाहत ेहɇ जैसे – एक चाय कàपनी अपने ͪवĐय का ͪवæलेषण (1) चार ͪवĐेताओं – A, 
B, C, D, तथा तीनɉ मौसमɉ सदȹ, गमȸ, बरसात के आधार पर कर सकती है तब 
इसे हम ɮͪवमागȸय परȣ¢ण कहɅगे । ɮͪवमागȸय परȣ¢ण मɅ समंकɉ को दो त×वɉ या दो 
कारकɉ के आधार पर वगȸकृत करत ेहɇ। 
ɮͪवमागȸय वगȸकरण तथा एकमागȸय वगȸकरण मɅ अंतर को हम इस Ĥकार समझ 
सकत ेहɇ: 

 
एक मागȸय वगȸकरण मɅ कुल ͪवचलन वगɟ (SST) को दो भागɉ मɅ बाँटा जा सकता है 
जबͩक ɮͪवमागȸय । वगȸकरण मɅ तीन भागɉ मɅ बाँटा जा सकता है । ɮͪवमागȸय 
वगȸकरण मɅ संशोधन कारक (C.F.), SST तथा । SSB (SSC) तो एकमागȸय 
वगȸकरण के अनसुार हȣ Ǔनकाला जाता है । SSR तथा SSE इस Ĥकार £ात करɅगे 
:, 
पिंÈतयɉ के ͪवचलन वगɟ का योग (Sum of Squares between rows –SSR) 

     2 2 2
1 2 3

1 2 3

.
y y y

SSR C F
k k k
  

     

अवशेष अथवा ğǑुट के कारण ͪवचलन वगɟ का योग 
(Residual of sum of Squares due to Errors) 

SSE = SST – (SSC + SSR) 
èवातंŧय कोǑटयɉ कȧ संÉया 

(i) ĤǓतदशɟ के बीच 
(ii) ĤǓतदशɟ के बीच 

SSB=50 
SSW = 208 

3 
16 

16.67 
13.00 

 

 
योग SST = 258 19   

16.67
13

F 

1.28F 
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पदɉ कȧ कुल संÉया = Cr 
कुल वग[ योग से सàबÛध èवातÛğय कोǑटया ँ= Cr – 1 
अÛत: èतàभ वग[–योग के ͧलए èवातÛŧयांश = Cr –1 
अÛत: पिंÈत वग[–योग के ͧलए èवातÛŧयांश = r–1  
अवͧशçट वग[ का योग के ͧलए èवातÛŧयांश = (C–1) (r–1) 
Ĥसरण सारणी (ANOVA Table)  

Ĥसरण İोत वग[ योग èवातंŧय Ĥसरण Ĥसरणानपुात 
(i) ĤǓतदशɟ के बीच 
 (Between Samples)  
(ii) पिंÈतयɉ के बीच 
 (Between rows) 
(iii) अवशेष 

SSC 
 
SSR 
 
SSE 

 (C–1) 
 
 (r–1) 
 
(C–1) (r–1) 

 1
SSCMSC
C




 

 1
SSRMSR
r




 

   1 1
SSEMSE

r C


 
 

MSC
MSE

 

MSR
MSE

 

 योग SST  (Cr–1)   
उदाहरण. 4 
एक समान आकार के भूͧम के पाँच खÖडɉ पर Ĥ×येक पर चार Ĥकार के आल ूबोये गये 
और Ĥ×येक पर पाँच ͪवͧभÛन उव[रकɉ का उपचार ͩकया गया । आल ूकȧ उपज (िÈवटंल 
मɅ) Ǔनàन Ĥकार है – 

आल ूके Ĥकार   उव[रक   
1 
2 
3 
4 

19 
25 
17 
21 

22 
19 
19 
18 

26 
23 
22 
25 

18 
26 
20 
23 

21 
22 
21 
24 

Ĥसरण ͪवæलेषण ɮवारा वह £ात कȧिजए ͩक Èया (क) उव[रकɉ के Ĥभाय मɅ कोई 
साथ[क अÛतर है? (ख) आल ूके Ĥकार कȧ उपज मɅ कोई साथ[क अंतर है? 
हल : पǐरकãपना 
H 0: (i) उव[रकɉ के Ĥभाव मɅ अंतर नहȣ ंहै, 

(ii) आल ूके Ĥकारɉ मɅ अंतर नहȣ ंहै । 
कूट समंक (मूल ǒबÛद ुपǐरवत[न) Codded Data– X= 20 को मूल ǒबÛद ुमानकर 
सभी समकंɉ मɅ से 20 घटाने पर तथा उनके वगɟ कȧ सारͨणया ँǓनàन Ĥकार हɇ – 

मूल ǒबÛद ुX=20 
Ĥकार 
 

उव[रक 
1   2  3  4  5 

योग 
 yr  

1 –1   +2  +6  –2  +1 +6 
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2 
3 
4 

+5  –1  +3  +6  +2 
–3   –1  +2  0  +1 
+1   –2  +5  +3  +4 

+15 
–1 
+11 

 +2   –2  +16  +7  +8 31T 
वग[ 

Ĥकार उव[रक योग 
 1  2  3  4  5  
1 
2 
3 
4 

1   4  36  4  1 
25   1  9  36  4 
9   1  4  0  1 
1  4  25  9    16 

26 
75 
15 
55 

 36        10 74     49   22 191 

संशोधन कारक (C.F.)  
2 31 31 48.05

20
T N Cr
N


     

कुल वग[–योग (SST)  
2

2 2 2
1 2 .... a

TX X X
N

     

=191 – 48.05 = 142.95 
अÛत: èतàभ वग[–योग (SSC)  

 2
2

cx T
nc N

    
  

  

         2 2 2 2 22 2 16 7 8
48.05

4

     
  
  
377 48.05 94.25 48.05 46.20

4
      

èवातंğ संÉया (dfc) = 1 5 1 4C      

अÛत: पिंÈत वग[–योग (SSR) =  2
2

rx T
nr N

    
  

  

       2 2 2 26 15 1 11
48.05

5

    
  
  

 

 76.60 48.05 28.55    
èवातंğ संÉया (dfr) = (r–1)=4–1=3 
अवͧशçट वग[–योग (Residual S.S.–SSE)  

 =SST–(SSC+SSR) 
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 =149.95–(46.20+28.55)=68.20 
èवातंğ संÉया (df) = (C–1) (r–1) = (5–1) (4–।)= 12 

Ĥसरण ͪवæलेषण सारणी (ANOVA Table) 
Ĥसरण İोत 
(Source) 

वग[ योग 
(S.S) 

èवातंŧय संÉया 
(df) 

Ĥसरण 
(MSS) 

Ĥसरणानपुाती 
(F) 

(i)अÛत: èतàभ 
(Between 
fertilizers) 
(ii) अÛत: पिंÈत 
(Between 
Varieties) 
(iii) अवͧशèट 
(RESIDUAL) 

SSC=46.20 
 
 

SSR28.55 
 
 

SSE=68.20 

(C–1) =4 
 
 

(r–1) =3 
 
 

(C–1)(r–1)=12 

MSC=11.55 
 
 

MSR=9.52 
 
 

MSE=5.68 

F=11.55
5.68

 

=2.033 
 
9.52
5.68

F   

1.676 

कुल योग(Total) SST=142.95 (r–1)=19   
Ǔनण[य : 
(i). अंत: èतàभ Ĥसरण (खादɉ के बीच)  
पǐरकͧलत F=2.033, सारणीमान F.05(For V1=4,V2=12)= 3.2592 
पǐरकͧलत F< सारणी F.05 अत: खादɉ के Ĥभाव मɅ कोई साथ[क अÛतर नहȣ ंहै । Ho 
èवीकार कȧ जाती है । 
(ii). अÛत: पिंÈत Ĥसरण (Ĥकारɉ के बीच) – 
पǐरकͧलत F=1.676, सारणीमान (For V1=3,V2=12)=3.4903 
पǐरकͧलत F< सारणी F.05 अत: Ĥकारɉ कȧ उपजɉ मɅ कोई साथ[क अंतर नहȣ ंहै ।Ho 
èवीकार कȧ जाती है ।  

18.6 सारांश (Summary)  
Ĥसरण ͪवæलेषण दो से अͬधक ĤǓतदश[ माÚयɉ के अंतरɉ कȧ साथ[कता कȧ जाँच हेत ु
ĤयÈुत ͩकया जाता है । इसके ɮवारा एक हȣ परȣ¢ण ɮवारा अनेक माÚयɉ कȧ 
सजातीयता कȧ जाँच कȧ जाती है। Ĥसरण ͪवæलेषण हेत ुĤǓतदश[ कȧ इकाईयɉ का चयन 
èवतंğ एव ंयाǺिÍछक होना चाǑहए । मूल समिçट एव ंĤǓतदश[ दानɉ के माÚय एवं 
Ĥसरण सजातीय हɉ तथा ͪवͧभÛन संघटक Ĥसरणɉ का योग कुल Ĥसरण के बराबर 
होना चाǑहए । मूल समिçट मɅ मानक ĤसामाÛय वĐ कȧ सभी मौͧलक ͪवशेषताएँ 
ͪवɮयमान होनी चाǑहए । अनेक माÚयɉ मɅ अंतरɉ कȧ साथ[कता जाँच Ĥसरणɉ के अंतर 
कȧ साथ[कता जाचँ, ɮͪवमागȸय वगȸकरण का सह सàबÛध एव ं Ĥतीपगमन कȧ जाचँ 
आǑद Ĥसरण ͪवæलेषण का Ĥयोग ͩकया जाता है । Ĥसरण ͪवæलेषण कȧ Ĥͪवͬधयɉ मɅ 
एक मागȸय वगȸकरण तथा ɮͪवमागȸय वगȸकरण को शाͧमल ͩकया जाता।  
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18.7 शÞदावलȣ (Glossary) 
Ĥसरण ͪवæलेषण: ऐसी ͪवͬध िजसके ɮवारा कुल Ĥसरण को ͪवͧभÛन कारणɉ से होने 
वाले Ĥसरण संघटकɉ मɅ बाँटकर उनकȧ तुलना ɮवारा ͪवͧभÛन ĤǓतदश[ माÚयɉ कȧ 
सजातीयता कȧ जाचँ कȧ जाती है।  
एक मागȸय वगȸकरण: जब एक हȣ घटक के आधार पर Ĥे¢णɉ का वगȸकरण ͩकया 
जाता है तब उसे एकमागȸय वगȸकरण कहत ेहɇ । 
ɮͪवमागȸय वगȸकरण. समकंɉ को दो त×वɉ के आधार पर वगȸकृत करना ।  

18.8 èवपरख Ĥæन /अßयास : (Self–Assessment Questions / 
Exercise)  

1. Ĥसरण ͪवæलेषण को पǐरभाͪषत कȧिजए । 
2. Ĥसरण ͪवæलेषण कȧ आधारभतू माÛयताओं कȧ åयाÉया कȧिजए । 
3. Ĥसरण ͪवæलेषण के Èया Ĥयोग हɇ? 
4. एक मागȸय वगȸकरण मɅ Ĥसरण–ͪवæलेषण कȧ Ĥͪवͬध कȧ èपçट åयाÉया कȧिजए । 
5. ɮͪव–साधन वगȸकरण के ͧलए Ĥसरण–ͪवæलेषण कȧ Ĥͪवͬध कȧ åयाÉया कȧिजए ।  

18.9 आंͩकक Ĥæन :(Numerical Questions) 
अĒांͩकत समंकɉ से एक Ĥसरण ͪवæलेषण सारणी कȧ रचना कȧिजए तथा यह £ात 
कȧिजए ͩक चारɉ ĤǓतदशɟ कȧ माÚयɉ मɅ परèपर साथ[क अतंर है अथवा नहȣ ं। Ĥ×य¢ 
रȣǓत ɮवारा हल कȧिजए। 
 ĤǓतदश[ योग 
I 7 9 11 7 6 40 
II 11 10 8 13 3 45 
III 17 11 15 5 7 55 
IV 12 8 11 15 14 60 
(Ĥद×त (Given –F.05(3.16)=3.239,F.01 (316)=5.292  
(उ×तर: F =1.282<F.05 and also F.01 अत: दोनɉ èतर पर H0 èवीकार ͩकया 
जाता है। अंतर साथ[क नहȣं है ।  

2. Ǔनàनांͩकत आँकड े12 भूखÖड़ɉ मɅ तीन Ĥकार के चने कȧ उपज से सàबिÛधत हɇ । एक 
Ĥसरण सारणी बनाइये तथा £ात कȧिजए ͩक Èया उपज मɅ चने कȧ तीनɉ Ĥकारɉ मɅ 
ͪवͧशçट अÛतर है? 

 ͩकèम  भूखÖडो कȧ उपज िÈवटंल मɅ 
I  II  III  IV 

क 
ख 

10  16  20  18 



(458) 
 

ग 12  8  12  16 
18  12  12  14 

Ĥद×त F.05 =4.26 
(उ×तर. पǐरकͧलत F =1.286 H0 èवीकृत) 

3. एक कàपनी इस तØय कȧ जाचँ करना चाहती है ͩक उसके तीन ͪवĐेता राम, हरȣ, 
गोपाल – एक हȣ आकार कȧ ǒबĐȧ करत ेहɇ या ͪवĐय के औसत आकार के आधार पर 
तीनɉ कȧ ͪवĐय ¢मता मɅ अंतर है । गत सÜताह ǒबĐȧ के ͧलए 14 आåहान ͩकए 
गए। राम ने 5, हरȣ ने 4 तथा गोपाल ने 5 । तीनɉ ͪवĐेताओं के साÜताǑहक ͪवĐय 
लेखे Ǔनàनानसुार हɇ । Ĥसरण ͪवæलेषण कȧ सहायता से यह £ात कȧिजए ͩक तीनɉ 
ͪवĐेता Èया आदेश ĤाÜत करने मɅ एक समान हɇ –  
राम Ǿ. 600 800 600 1000 1000 
हरȣ Ǿ. 1200 600 600 800 – 
गोपाल Ǿ. 1400 600 800 1200 1000 
(उ×तर: Divide each figure by 200 and proceed F=1.833<F.05 for 
V1=2, V2=11 i.e. 3.982 H0 èवीकृत तीनɉ ͪवĐेताओं कȧ ͪवĐय ¢मता मɅ अंतर 
नहȣ ंहै ।) 

4. एक चाय कàपनी ने A,B,C तथा D चार ͪवĐेताओं को ǓनयÈुत ͩकया और तीन 
ऋतुओं – Ēीçम, मानसून व शरद मɅ उनके ɮवारा कȧ गई ǒबĐȧ £ात कȧ। ͪवĐय 
समकं (लाखɉ मɅ) इस Ĥकार है । Ĥसरण ͪवæलेषण £ात कȧिजए और अपने Ǔनçकष[ 
Ǔनकाͧलए –  
Season Salesman 

A B C D Total 
Summer 
Monsoon 
Winter 

36 
26 
28 

36 
28 
29 

21 
29 
31 

35 
29 
32 

128 
112 
120 

Total 90 93 81 96 360 
(उ×तर. F, between salesman=1.62>F.05, between season=1.41<F.05 
ͪवĐेता तथा मौसम मɅ सजातीयता (Homogeneous) है । 

5. एक फसल कȧ तीन ͩकèमɉ – A, B तथा C का याǺिÍछक Þलाकँ अͧभकãपना मɅ चार 
पनुराविृ×तयɉ सǑहत परȣ¢ण ͩकया गया । Üलाटɉ से ĤाÜत उ×पादन (ͩकĒा मɅ) अĒांͩकत 
ताͧलका मɅ Ǒदया गया है । इनका ͪवæलेषण कȧिजए तथा 5% साथ[कता èतर पर 
अपना Ǔनçकष[ ͧलͨखए– 

 I Lot II Lot III Lot IV Lot 



(459) 
 

 A6 C5 A8 B9 
 C8 A4 B6 C9 
 B6 B7 C10 A6 

ताͧलका मूãय इस Ĥकार है 
For d.f.(2,6) èवातंğ कोǑट पर 5.143 

(3,6) èवातंğ कोǑट पर 4.757 
(उ×तर: 1.पǐरकͧलत F(2.2)<F.05 (4.757) अत: शूÛय पǐरकãपना स×य है। भूखÖडɉ 
के मÚय Ĥसरण ͪवħम के कारण उ×पÛन Ĥसरण से साथ[क Ǿप से ͧभğ नहȣ ंहै । 
2. पǐरकͧलत? F(1.6)<F.05 (5.143) अत: शूÛय पǐरकãपना स×य है । ͩकèमɉ के 

मÚय Ĥसरण ͪवħम जǓनत Ĥसरण से साथ[क Ǿप से ͧभÛन नहȣ ंहै ।  

18.10 उपयोगी पुèतकɅ  (Further Reading) 
1. Arora, P.N. and Arora S.Statistics,S. Chand & Sons, New Delhi. 
2. Gupta, S.P.,Statistical Methods, Sultan Chand & Sons,New Delhi 
3. Sancheti, D.C. and Kapoor, Statistics (Theory, Methods and 

Application),Sultan Chand & Sons, New Delhi. 
4. नागर, कैलाशनाथ, सांिÉयकȧ के मूल त×व, मीना¢ी Ĥकाशन, मेरठ 
5. शमा[, जैन, पारȣक, सांिÉयकȧ, रमेश बकु ͫडपो, जयपरु । 
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इकाई– 19 : शोध काय[ कȧ ǐरपोट[ तैयार करना (Preparing 
of the Research Report) 

इकाई कȧ Ǿपरेखा – 
19.0 उƧेæय 
19.1 Ĥèतावना 
19.2 ǐरपोट[ तैयार करने का उƧेæय 
19.3 ǐरपोट[ तैयार करत ेसमय उ×पğ होने वालȣ समèयाएँ 
19.4 ǐरपोट[ मɅ सिàमͧलत करने वालȣ मदɅ 
19.5 ǐरपोट[ कȧ ͪवशेषताएँ 
19.6 ǐरपोट[ का मह××व 
19.7 साराशं 
19.8 शÞदावलȣ 
19.9  èवपरख Ĥæन 
19.1 संदभ[ ĒÛथ  

19.0 उƧेæय  
इस इकाई का अÚययन करने के पæचात ्आप ये समझ सकɅ गे ͩक ǐरपोट[ कैसे तैयार 
कȧ जाती है । ǐरपोट[ मɅ ͩकन–ͩकन ǒबÛदओंु को सिàमͧलत ͩकया जाता है ।  

19.1 Ĥèतावना  
ͩकसी भी शोधक×ता[ के ɮवारा ͩकया गया शोध काय[ तब तक साथ[क नहȣ ंहो सकता 
जब तक ͩक इनके आधार पर तØयɉ का ͪवæलेषण व åयांÉया करके कुछ व£ैाǓनक 
Ǔनçकषɟ को न Ǔनकाला जाए । यǑद इन सभी Ǔनçकषɟ को शोधक×ता[ अपने पास हȣ 
रखɅ तो उससे न तो समाज का, न ͪव£ान का और न हȣ ͩकसी का कोई भला हो 
सकता है । इसके ͧलए यह आवæयक है ͩक सàपणू[ सवȶ¢ण व शोध काय[ के उƧेæय, 
¢ेğ, ĤयÈुत पƨǓत व Ĥͪवͬधयɉ, संकͧलत तØयɉ का ͪववरण, ͪवæलेषण व åयाÉया तथा 
Ǔनçकषɟ व सुझावɉ को एक ͧलͨखत Ǿप Ǒदया जाए । िजससे ͩक यह शोध काय[ 
वत[मान व भावी पीढ़ȣ के ͧलए, ͪव£ान के ͧलए एक धरोहर बन सके तथा भͪवçय मɅ 
भी उसी ͪवषय पर सामािजक योजना व सुधार कȧ Ǿपरेखा तैयार कȧ जा सके । इÛहȣ ं
उƧेæयɉ कȧ पǓूत[ के ͧलए सàपणू[ शोध काय[ का एक ͧलͨखत ͪववरण तैयार करत ेहɇ । 
यहȣ सवȶ¢ण या शोध कȧ ǐरपोट[ कहलाती है ।  

19.2 ǐरपोट[ तैयार करने का उƧेæय  
शोध–ĤͩĐया व£ैाǓनक के ͧलए बड़ी हȣ रोचक तथा आकष[क होती है । कभी–न–कभी एक 
ऐसी िèथǓत आती है जबͩक शोधक×ता[ को ǐरपोट[ तैयार करना आवæयक हो जाता है । 
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ͩकसी भी Ĥकार के अÚययन मɅ एक िèथǓत ऐसी आती हȣ है जबͩक उसके पæचात ्
अÚययन–काय[ को चाल ूरखना अनपुयोगी एव ंसंकͧलत तØयɉ का और अͬधक ͪवæलेषण 
व åयाÉया अनावæयक Ĥतीत होने लगती है । कभी–कभी ऐसा भी होता है ͩक ͩकÛहȣ ं
पवू[ शतɟ के अनसुार एक व£ैाǓनक या ͪवɮयाथȸ के ͧलए यह अǓनवाय[ हो जाता है ͩक 
वह एक Ǔनधा[ǐरत समय के अÛदर शोध–काय[ को समाÜत कर उसके Ǔनçकषɟ को Ĥèतुत 
करे। साथ हȣ शोध या सवȶ¢ण के दौरान ĤाÜत सामĒी एव ंनवीन तØय इतने ǽͬचकर 
होत ेहɇ ͩक अनसुÛधानक×ता[ उसके पǐरणामɉ को अÛय लोगɉ तक पहु ँचाने के ͧलए èवय ं
उ×सुक रहता है । अÛत मɅ, िजन–िजन लोगɉ ने अÚययन–काय[ मɅ आͬथ[क तथा अÛय 
सहयोग Ǒदया है, वे यह जानने के ͧलए उ×सुक रहत ेहɇ ͩक उनके सहयोग या सहायता 
का Èया पǐरणाम Ǔनकला? इन सब आवæयकताओं व माँगɉ कȧ पǓूत[ करने के उƧेæय से 
हȣ सवȶ¢ण के अिÛतम चरण मɅ एक ǐरपोट[ तैयार कȧ जाती है? 
इस Ĥकार, ǐरपोट[ तैयार करना शोध–काय[ का अिÛतम चरण है िजसका ͩक उƧेæय 
'अमेǐरकन माकɏ Ǒटगं सोसाइटȣ' (American Marketing Society) के अनसुार, 
''अÚययन के सàपणू[ पǐरणामɉ को ǽͬच रखने वाले åयिÈतयɉ (interested persons) 
के सम¢ पया[Üत ͪवèतार मɅ Ĥèतुत करना और उन पǐरणामɉ को इस Ĥकार åयविèथत 
करना ͩक Ĥ×येक पाठक तØयɉ को समझने और Ǔनçकषɟ कȧ वधैता èवय ं Ǔनधा[ǐरत 
करने मɅ समथ[ हो सके ।. 
गड़ुे व हॉट के अनसुार, 'ĤǓतवेदन ͧलखना शोध का अिÛतम चरण है और इसका उƧेæय 
इÍछा रखने वाले पाठक तक शोध पǐरणाम पहु ँचाना है । पाठक िजÛहɅ पढ़कर समझ 
सके । इस तरह से संशोधन को åयविèथत एव ं ͪवèतार Ĥèतुत करना । इसे पढ़कर 
पाठक तØय समझ सकɅ  और èवय ंसंशोधन Ǔनçकषɟ कȧ Ĥामाͨणकता कȧ जाँच करने 
योÊय हो सके । ' 
गड़ुे एव ंहॉट के पǐरभाषा से ĤǓतÚवǓनत अथ[ ĤǓतवेदन मɅ सàपणू[ अÚययन का ͪववरण 
देता है । समèया– समाधान से संशोधन के अिÛतम पǐरणाम Ĥèतुत करता है । समय 
मह×वपणू[ घटक है । इसͧलये 'ĤबÛध Ĥèतुत करने का Ǒदन एव ंतारȣख पवू[–Ǔनिæचत 
होती है । '' 
ĤǓतवेदन ͧलखने के ͧलये ͩकतना समय, धन और Įम खच[ करना पड़ेगा यह अÚययन 
के èवǾप, åयािÜत और उƧेæयɉ पर Ǔनभ[र करता है । ĤǓतवेदन सैƨािÛतक हो या 
åयावहाǐरक, गहन हो अथवा केवल ͩकसी एक समèया से सàबिÛधत, परȣ¢णा×मक हो 
या ¢ेğीय, उनके ĤǓतवेदन अपनी–अपनी ͪवशेषता ͧलये रहते हɇ । अलग–अलग ͪवशेषता 
होने पर भी सभी ĤǓतवेदनɉ को Ĥèतुत करने के ͧलये व£ैाǓनक पƨǓत Ǔनधा[ǐरत कȧ 
गयी है । '' 
उपयु [Èत ͪववेचन के आधार पर हम यह कह सकत ेहɇ ͩक एक सवȶ¢ण या शोध कȧ 
ǐरपोट[ तैयार करने के Ĥमुख उƧेæय Ǔनàनͧलͨखत हɇ :– 
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(1) शोध का एक Ĥलेख Ĥèतुत करना (To present a Document of Research) 
– Ĥ×येक सवȶ¢ण या शोध–काय[ का Ǔनçकष[ Ǔनæचय हȣ ͩकसी–न–ͩकसी Ĥकार के शोध 
का İोत होता है। इसमɅ पया[Üत समय, धन तथा 'पǐरĮम भी लग जाता है । इसके 
बाद भी अगर अÚययन से ĤाÜत शोध को शोधक×ता[ केवल अपने हȣ Ǒदमाग मɅ रख लɅ 
तो उस शोध कȧ वाèतͪवक उपयोͬगता èवत: हȣ' नçट हो जाएगी और दसूरɉ को उससे 
कोई लाभ नहȣ ंहोगा । अत: उसे एक Đमबƨ ͧलͨखत Ǿप Ĥदान करना परमांवæयक है 
िजससे ͩक वह शोध का एक ͧलͨखत Ĥलेख (document) बन जाए और ͪव£ान कȧ 
एक धरोहर के Ǿप मɅ उसे सुरͯ¢त रखना सरल हो जाए । इस उƧेæय कȧ पǓूत[ के ͧलए 
सवȶ¢ण या शोध कȧ एक ǐरपोट[ अवæय हȣ तैयार कȧ जाती है । 

(2) शोध के ͪवèतार के ͧलए (For the extension of Research) – ǐरपोट[ तैयार 
करने का यह भी कम मह××वपणू[ उƧेæय नहȣ ंहै । तØयɉ के ͪवæलेषण व åयाÉया से न 
केवल अÚययन–ͪवषय का हȣ èपçटȣकरण होता है और न केवल उस ͪवषय से 
सàबिÛधत हȣ कुछ Ǔनçकष[ Ǔनकलत ेहɇ, अͪपत ुइस बात कȧ भी खोज हो जाती है ͩक 
उस ͪवषय से सàबिÛधत अÛय कौन–कौन सी समèयाएँ हɇ िजनके ͪवषय मɅ आगे और 
गहन अÚययन ͩकया जा सकता है । जब अपने शोध–काय[ तथा उसके Ǔनçकषɟ को 
अनसुंधानकता[ एक ͧलͨखत Ǿप देने बठैता है तो वह èवत: हȣ अÛय ऐसी अनेक नई 
समèयाओं, नए Ĥæनɉ तथा ͪवषयɉ कȧ ओर भी संकेत करता है जो ͩक शोध या 
सवȶ¢ण का ͪवषय बन सकत ेहɇ । इस Ǻिçटकोण से ǐरपोट[ का एक उƧेæय अनसुंधान 
के नए ¢ेğɉ (avenues) से हमɅ पǐरͬचत करवाकर शोध के ͪवèतार कȧ ǓनरÛतरता को 
बनाए रखना है ।  

(3) अनसुÛधान के पǐरणामɉ को दसूरɉ के सूचनाथ[ Ĥèतुत करना (To present the 
Result of the Investigation for others’ information) – शोधक×ता[ के 
ͧलए अपने अनसुधंान के पǐरणामɉ को Ĥदͧश[त करना कई कारणɉ से आवæयक हो 
जाता है । Ĥथम शोध–काय[ से ĤाÜत Ǔनçकषɟ या पǐरणामɉ को सàबिÛधत लोगɉ अथवा 
शोध मɅ ǽͬच रखने वाले åयिÈतयɉ के सामने Ĥकट करना अनसुंधानक×ता[ का कत[åय 
हो जाता है । उदाहरणाथ[, यǑद अनसुधंान का ͪवषय साव[जǓनक मह×व का है तो उसके 
पǐरणामɉ से लोगɉ को अवगत कराना आवæयक हो जाता है । ɮͪवतीय: यǑद सवȶ¢ण 
कȧ ǐरपोट[ के आधार पर हȣ कोई सरकारȣ अथवा गरै–सरकारȣ काय[वाहȣ होनी है तो भी 
यह काम ǐरपोट[ तैयार न होने तक ǽका रहता है । ततृीय : कभी–कभी सरकार ͩकसी 
ͪवशेष ͪवषय पर सवȶ¢ण इसͧलए करवाती है ͩक उससे सàबिÛधत कोई योजना उसे 
बनानी होती है । इस उƧेæय कȧ पǓूत[ के ͧलए भी ǐरपोट[ तैयार करनी जǾरȣ हो जाती 
है । चतथु[ : िजन लोगɉ ने सवȶ¢ण–काय[ मɅ अपना धन, परामश[, सहायता व समय 
देकर सहयोग Ĥदान ͩकया है, उन सभी के मन मɅ सवȶ¢ण के पǐरणामɉ को जानने कȧ 
èवाभाͪवक इÍछा होती है । उनकȧ सÛतुिçट के ͧलए भी ǐरपोट[ को तैयार ͩकया जाता 
है । इसके अǓतǐरÈत, जब अनसुंधान–काय[ ͩकसी ͫडĒी या ͫडÜलोमा ĤाÜत करने के 
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ͧलए ͩकया जाता है तो उस उƧेæय कȧ पǓूत[ तब तक नहȣ ंहो सकती जब तक ͩक 
ǐरपोट[ Ĥèतुत न कȧ जाए । इस उƧेæय कȧ पǓूत[ के ͧलए भी ǐरपोट[ तैयार कȧ जाती है 
। अÛत मɅ, Ĥाय: सवȶ¢ण ɮवारा ĤाÜत नवीन तØय इतने रोचक व ǽͬचकर Ĥतीत होते 
हɇ ͩक èवय ं अनसुंधानक×ता[ उनके पǐरणामɉ को अÛय लोगɉ को भी Ǒदखाने व 
आ×मगौरव ĤाÜत करने के ͧलए उ×सुक रहता है । अनसुंधान कȧ एक åयविèथत ǐरपोट[ 
तैयार हो जाने से इन सभी उƧेæयɉ कȧ पǓूत[ हो जाती है । 

(4) ͪवषयɉ मɅ अÛतǓन[Ǒहत वाèतͪवक िèथǓत को समझाना (To explain the actual 
conditions involved) – ǐरपोट[ का उƧेæय केवल अनसुंधान के Ǔनçकषɟ या 
पǐरणामɉ को åयÈत करना हȣ नहȣ ंअͪपत ुउÛहɅ इस åयविèथत व£ैाǓनक ढंग से Ĥèतुत 
करना है ͩक अÚययन–ͪवषय के ͪवͧभÛन प¢ɉ कȧ वाèतͪवकताएँ èवत: हȣ Ĥगट हो 
जाएँ और उस ǐरपोट[ को पढ़ने वाला Ĥ×येक åयिÈत उनमɅ अÛतǓन[Ǒहत वाèतͪवक 
िèथǓत तथा अÛतःसàबÛधɉ को èपçट Ǿप मɅ समझ सके । सवȶ¢ण या शोध कȧ 
साथ[कता ͪवषय को केवल èवय ंसमझ लेने मɅ नहȣ ंअͪपत ुदसूरɉ को भी समझाने मɅ है 
। इस उƧेæय कȧ पǓूत[ के ͧलए भी ǐरपोट[ इस ढंग से तैयार कȧ जाती है ͩक ͪवषय मɅ 
ǽͬच रखने वाले सभी åयिÈत उसे पढ़कर लाभ उठा सकɅ  तथा अनसुंधान से ĤाÜत 
नवीन तØयɉ व उनके सामािजक पǐरणामɉ को समझ सकɅ  ।  

(5) वधैता कȧ जाँच (Test of Validity)– जब तक शोध या सवȶ¢ण–ǐरपोट[ को तैयार नहȣं 
ͩकया जाएगा, तब तक इस बात कȧ जाँच नहȣ ं कȧ जा सकती ͩक वह अÚययन 
Ĥामाͨणक व Ĥयोगͧसƨ है अथवा नहȣ ं। ǐरपोट[ कȧ जाचँ करके हȣ यह बताया जाता है 
ͩक अनसुÛधान मɅ शुƨ तथा यथाथ[ सामĒी के आधार पर Ǔनçकष[ Ǔनकाले गए हɇ 
अथवा केवल अनमुान और संदेहा×मक सूचना हȣ अÚययन का आधार है । ǐरपोट[ मɅ 
वͨण[त तØय व Ǔनçकष[ साव[जǓनक Ǿप से Ĥकाͧशत एक ͪवषय बन जाता है (यǑद 
ǐरपोट[ को सरकार के ɮवारा गÜुत न रखा जाए) । अत: यǑद ͩकसी को भी अÚययन 
कȧ वधैता के सàबÛध मɅ सÛदेह होता है तो वह èवय ंͩफर से अनसुÛधान कर उसके 
Ǔनçकषɟ कȧ परȣ¢ा व पनुप[रȣ¢ा कर सकता है । इस Ĥकार कȧ परȣ¢ा व पनुप[रȣ¢ा 'से 
या तो पहले वाले अÚययन कȧ वधैता ͧसƨ होती है अथवा उसके ǓनçकषȾ को तØय 
पणू[ Ǿप से गलत Ĥमाͨणत ͩकया जाता है । दोनɉ हȣ दशाओं मɅ ͪव£ान कȧ ĤǓतçठा 
बढ़ती है । इसͧलए यह कहा जाता है ͩक परȣ¢ा व पनुप[रȣ¢ा के योÊय होना व£ैाǓनक 
अÚययन का सबसे उãलेखनीय गणु है । अत: इस उƧेæय कȧ पǓूत[ के ͧलए भी ǐरपोट[ 
तैयार करना आवæयक हो जाता है । 

19.3 ǐरपोट[ तैयार करत े समय उ×पÛन होने वालȣ समèयाएँ 
(Problems of preparing the Report)  
सव[Įी गडुे तथा हȣट (Goode and Hatt) ने उͬचत हȣ ͧलखा है ͩक “èपçटतया यह 
Ĥतीत होता है ͩक एक ǐरपोट[ को ͧलखना एक सरल काय[ हȣ होगा Èयɉͩक यह तो 
केवल माğ पछेू गए Ĥæनɉ का उ×तर ĤाÜत करने के ͧलए ĤयÈुत Ĥͪवͬधयɉ तथा 
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अिÛतम Ǿप से ͪवकͧसत उ×तरɉ का एक ͪववरण माğ है । वाèतव मɅ, यह काम शायद 
हȣ सरल हो । दसूरे शÞदɉ मɅ, शोध या सवȶ¢ण–ǐरपोट[ तयैार करना उतना सरल काय[ 
नहȣ ं है िजतना ͩक ऊपरȣ तौर पर हम उसे समझत े हɇ । वाèतͪवक Ǿप मɅ जब 
शोधक×ता[ ǐरपोट ͧलखने बठैता है तो उसे एकाͬधक समèयाओं का सामना करना हȣ 
पड़ता है िजनमɅ से कुछ Ĥमुख Ǔनàनͧलͨखत हɇ – 

(1) भाषा कȧ समèया (Problems of Language) – ǐरपोट[ तैयार करने मɅ सबसे बड़ी 
समèया भाषा कȧ समèया है । यह समèया इसͧलए उ×पÛन होती है ͩक यǑद भाषा को 
अ×यÛत सरल बना Ǒदया जाए तो ǐरपोट[ का èतर ͬगर जाता है और उसमɅ एक 
ओछापन–सा Ǒदखाई पड़ने लगता है । पर यǑद उस ǐरपोट[ मɅ व£ैाǓनक शÞदɉ का 
अ×यͬधक Ĥयोग करके ǐरपोट[ के èतर को ऊँचा उठाने का Ĥय×न ͩकया जाता है तो 
ǐरपोट[ अͬधकाशं लोगɉ के ͧलए अ×यͬधक िÈलçट तथा पाǐरभाͪषक (technical) हो 
जाती है । ऐसी पǐरिèथǓत मɅ समèया यह जान पड़ती है ͩक ͩकस भाषा मɅ ǐरपोट[ को 
Ĥèतुत ͩकया जाए Èयɉͩक साधारण बोल–चाल कȧ भाषा ǐरपोट[ के èतर को ͬगरा देती है 
जबͩक पाǐरभाͪषक भाषा उसे लोकͪĤय होने से रोकती है । वाèतͪवक तØय यह है ͩक 
शोध या सवȶ¢ण कȧ सàपणू[ ĤͩĐया है, िजसमɅ ͩक ǐरपोट[ का Ĥèतुतीकरण भी 
सिàमͧलत है, èवय ंहȣ एक टेिÈनकल ĤͩĐया है इसͧलए उसने एक Ǔनधा[ǐरत सीमा के 
बाद सरल नहȣ ंबनाया जा सकता । यह नहȣ ंहो सकता है ͩक ǐरपोट[ मɅ पाǐरभाͪषक 
शÞदɉ का Ĥयोग न ͩकया जाए और पाǐरभाͪषक शÞदɉ का Ĥयोग करत ेहु ए ǐरपोट[ को 
िÈलçट होने से पणू[तया रोकना भी असàभव है । इतना हȣ नहȣ,ं ǐरपोट[ को ͧलखत े
समय भाषा सàबÛधी एक और समèया इस Ǿप मɅ Ĥगट होती है ͩक ǐरपोट[ मɅ ऐसे 
ͩकसी भी शÞद या वाÈय का Ĥयोग न ͩकया जाए िजसके ͩक अथ[ दो या अͬधक 
सÛदेहजनक हɉ । ऐसा होने पर ǐरपोट[ के ͩकÛहȣ ंप¢ɉ के सàबÛध मɅ गलत धारणा 
पनपने कȧ सàभावना होती है । पर सàपणू[ अÚययन मɅ, भाषा के सàबÛध मɅ इतना 
अͬधक सचेत रहना सàभव नहȣ ंहोता है और इसीͧलए भाषा कȧ समèया ͩकसी–न–ͩकसी 
Ǿप मɅ बनी हȣ रहती है । 

(2) पाǐरभाͪषक शÞदɉ कȧ समèया (Problems of Technical Words) – ĤाकृǓतक 
ͪव£ानी मɅ पाǐरभाͪषक शÞदो को ͪवकͧसत करने कȧ Ǒदशा मɅ उãलेखनीय ĤगǓत हु ई है 
और इन ͪव£ानɉ मɅ इसͧलए ऐसे ͪवशेष शÞदɉ तथा वाÈयɉ कȧ Ĥचुरता है िजनका ͩक 
अथ[ ǒबना ͩकसी अपवाद के सभी के ͧलए और सभी èथानɉ पर एक–समान हȣ होता है 
या समझा जाता है । परÛत ुसामािजक ͪव£ानɉ मɅ यह कमी अ×यͬधक अनभुव कȧ 
जाती है Èयɉͩक सामािजक ͪव£ानɉ मɅ Ĥामाͨणक पाǐरभाͪषक शÞदावलȣ का लगाव 
Ĥ×येक लेखक को बहु त अͬधक खटकता है । इतना हȣ नहȣ,ं पाǐरभाͪषक शÞदावलȣ 
सàबÛधी सैƨािÛतक मतभेद भी सामािजक ͪव£ानɉ के ¢ेğ मɅ कम उãलेखनीय ͪवषय 
नहȣ ं है और अलग–अलग लेखक इस शÞदावलȣ के ĤǓत ͩकसी ͪवͧशçट आĒह अथवा 
दरुाĒह से अपने को दरू रखने मɅ शायद हȣ सफल हो सके । जैसा ͩक ऊपर कहा जा 
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चुका है ǐरपोट[ का Ĥèतुतीकरण भी एक टेिÈनकल ͪवषय है और Ĥामाͨणक पाǐरभाͪषक 
शÞदावलȣ के ǒबना इसका काम नहȣ ं चल सकता, इसͧलए समाज–ͪव£ानɉ मɅ इÛहȣ ं
शÞदावͧलयɉ कȧ कमी एक बहु त बड़ी कमी बन जाती है िजसके कारण ǐरपोट[ मɅ कहȣ 
हु ई बातɅ सÛदेहाèपद तथा दो अथ[ वालȣ बन जाती है जबͩक शोधक×ता[ का वाèतͪवक 
उƧेæय ऐसा करना नहȣ ंहोता है । सामािजक ͪव£ानɉ मɅ जब तक पाǐरभाͪषक शÞदावलȣ 
का पया[Üत ͪवकास नहȣ ंहो जाएगा तब तक इससे सàबिÛधत समèया ǐरपोट[ को तैयार 
करने मɅ बनी हȣ रहेगी । 

(3) जनता के £ान के èतर कȧ समèया (Problem of Intellectual level of 
General mass) – ǐरपोट[ को ͧलखत ेसमय जनता के £ान के èतर से सàबिÛधत 
एक और समèया उ×पÛन हो जाती है, ͪवशेषकर उस अवèथा मɅ जबͩक देश मɅ ͧशͯ¢त 
लोगɉ का ĤǓतशत बहु त कम है । अÈसर यह तक[  Ĥèतुत ͩकया जाता है ͩक शोध या 
सवȶ¢ण–काय[ एक गàभीर ͪवषय है इसͧलए सवȶ¢ण–ǐरपोट[ आम जनता के ͧलए नहȣं 
होती है । आज तक इस तक[  को बहु त–से ͪवɮवान अèवीकार करत ेहɇ । उनका कथन 
है ͩक कोई भी व£ैाǓनक खोज, चाहे वह ĤाकृǓतक दǓुनया से सàबिÛधत हो अथवा 
सामािजक दǓुनया से, तब तक साथ[क नहȣ ं हो सकती है जब तक उस खोज के 
पǐरणाम जन–जीवन का एक अंग नहȣ ं बन जात े Èयɉͩक कभी–कभी एक साधारण 
åयिÈत ɮवारा Ĥèतुत समालोचना या åयाÉया (layman’s interpretation) भी 
व£ैाǓनक के ͧलए अ×यÛत उपयोगी ͧसƨ होती है । कभी–कभी तो ǐरपोट[ जनसाधारण 
के Ǒहत से सàबिÛधत होती है और उसमɅ सàबिÛधत सभी लोग ǽͬच लेत ेहɇ । अत: 
समèया यह होती है ͩक ǐरपोट[ ͧलखने वाले को सàबिÛधत åयिÈतयɉ के £ान के èतर 
को सव[Ĥथम जानना होता है और यह सरल काम नहȣ ंहै । पर अगर इस सàबÛध मɅ 
कोई ğǑुट रह गई तो ǐरपोट[ कȧ साथ[कता कम हो जाती है । उदाहरणाथ[, यǑद कोई 
सवȶ¢ण Įͧमक वग[ से सàबिÛधत है और उसकȧ ǐरपोट[ से Įͧमकɉ का Ǒहत होने कȧ 
सàभावना है, पर यǑद उस ǐरपोट[ को ͧलखत ेसमय उÛहȣ ंĮͧमकɉ के £ान के èतर को 
Úयान मɅ नहȣ ंरखा गया है तो अनेक Įͧमक ǐरपोट[ कȧ वाèतͪवक ͧसफाǐरशɉ को ठȤक 
से समझ न सकने के कारण उनसे वाèतͪवक लाभ नहȣ ंउठा पायɅगे । पर £ान के इस 
èतर को ठȤक–ठȤक मापना समèया एक समèया बन जाती है । 

(4) गàभीरता कȧ समèया (Problem of Seriousness) – Ĥ×येक शोधक×ता[ कȧ यह 
आÛतǐरक अͧभलाषा होती है ͩक उसकȧ अनसुधान कȧ ǐरपोट[ का èतर यथासàभव आया 
हो ताͩक उÍच Įेणी के पाठकɉ और ͪवɮवानɉ मɅ वह ĤÉयात हो सके । पर यǑद इस 
अͧभलाषा को वह एक सÛतुͧलत èतर पर बनाए रखने मɅ सफल नहȣ ंहोता तो उसकȧ 
ǐरपोट[ अनावæयक तौर पर गàभीर Ǿप धारण कर लेती है । अनावæयक Ǿप मɅ 
पाǐरभाͪषक शÞदɉ से बोͨझल ǐरपोट[ न केवल अपनी èवाभाͪवकता को खो बठैती है 
अͪपत ुअ×यͬधक िÈलçट होने के कारण अनेक त×व अèपçट बने रहत ेहɇ । वाèतव मɅ 
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ͪवचारɉ कȧ गàभीरता तथा भाषा कȧ सरलता – इन दोनɉ ͪवरोधी त×वɉ के बीच सÛतुलन 
èथाͪपत करत ेहु ए ǐरपोट[ को तैयार करना एक बहु त बड़ी समèया बन जाती है । 

(5) अवधारणाओं कȧ समèया (Problem of Concepts) – तØय यÈुत ǐरपोट[ Ĥèतुत 
करने कȧ एक और समèया अवधारणाओं से सàबिÛधत है । यǑद वाèतͪवक Ǿप मɅ 
देखा जाये तो समाजशारğीय साǑह×य मɅ अवधारणाओं कȧ अ×यͬधक कमी है । जो कुछ 
भी हमɅ आज ĤाÜत है वह वाèतव मɅ अवधारणा नहȣ ंबिãक ͪवͧभÛन पǐरिèथǓतयɉ का 
वण[न है । अवधारणाओं कȧ सहायता से सàपणू[ पǐरिèथǓत को कुछ हȣ शÞदɉ ɮवारा 
अͧभåयÈत करना सàभव होता है और इसमɅ सÛदेह व अèपçटता का त×व बहु त कम 
होता है; पर चूँͩक इस Ĥकार कȧ अवधारणाओं का पया[Üत ͪवकास अब भी सामािजक 
ͪव£ानɉ मɅ नहȣ ंहो पाया है, इस कारण साधारण–से–साधारण पǐरिèथǓत को समझने के 
ͧलए अनावæयक ͪवèततृ ͪववरण Ĥèतुत करना पड़ता है िजसमɅ पया[Üत समय व 
पǐरĮम ऐसे हȣ नçट हो जाता है । 

(6) वèतुǓनçठता कȧ समèया (Problem of Objectivity) – ǐरपोट[ को तैयार करने मɅ 
यह भी एक उãलेखनीय समèया है । चूँͩक अनसुधंानकता[ उसी बहृ×तर समाज कȧ एक 
इकाई है िजसके ͩक ͩकसी एक अंग के प¢ का वह अÚययन कर रहा है इसीͧलए वह 
अÚययन–ͪवषय के सàबÛध मɅ जो कुछ भी कहता है उसमɅ उसका अपना ͪवचार, 
आदश[, मूãय और मनोवǓृत ͩकसी–न–ͩकसी Ĥकार से अपना कुछ–न–कुछ èथान कर हȣ 
लेत ेहɇ । वे घटनाओं कȧ åयाÉया व ͪववरण वाèतͪवक तØयɉ के आधार पर पणू[तया न 
देकर उसमɅ अपने ͪवचारɉ तथा भावनाओं का भी रंग चढ़ा लेत ेहɇ । इससे घटनाओं कȧ 
वाèतͪवकता ͪवकृत हो जाती है । इसके अǓतǐरÈत शोधक×ता[ का अपना प¢पात तथा 
ͧमØया–झुकाव कुछ–न–कुछ उसके ɮवारा Ĥèतुत उसके åयाÉया तथा ͪववरण को Ĥभाͪवत 
करता हȣ है और इन दोनɉ, से पणू[तया छुटकारा पाना बहु त हȣ कम शोधक×ता[ओं के 
ͧलए सàभव होता है । इन सब त×वɉ के ǐरपोट[ मɅ Ĥवेश कर जाने से वèतुǓनçठता कȧ 
समèया èवत: हȣ उ×पÛन हो जाती है । 

(7) स×य को Ĥगट करने कȧ समèया (Problem of expressing the Truth) –कभी–
कभी सवȶ¢ण ऐसे ͪवषयɉ के सàबÛध मɅ होता है िजनके संबधं मɅ यǑद सच सच सब 
कुछ कहा जाए तो वह ͩकसी एक प¢ के Ǒहत के या सàमान के ͪवपरȣत होता है । 
ऐसी दशा मɅ ǐरपोट[ मɅ स×य को Ĥगट करने कȧ समèया अपने–आप उ×पÛन हो जाती 
है; उदाहरणाथ[, यǑद सरकारȣ उÍच अͬधकाǐरयɉ मɅ åयाÜत घसूखोरȣ व ħçटाचार के 
ͪवषय मɅ खोज कȧ जाए तो वाèतͪवक तØय या िèथǓत मालूम हो जाने पर भी 
शोधक×ता[ अपनी ǐरपोट[ मɅ सब कुछ सच–सच कहने से घबड़ाता है Èयɉͩक उसे इन 
उÍच अͬधकाǐरयɉ ɮवारा बदला ͧलए जाने का डर या सरकारȣ काय[वाहȣ का भय कुछ–न–
कुछ रहता हȣ है । अत: वाèतͪवकता को कुछ तोड़–मरोड़ कर हȣ वह अपनी ǐरपोट[ मɅ 
Ĥèतुत करता है । कभी–कभी तो èवय ंसरकार ɮवारा कराए गए शोध या सवȶ¢ण कȧ 
ǐरपोट[ को इसͧलए गमु कर Ǒदया जाता है ͩक यǑद ǐरपोट[ मɅ वͨण[त तØय स×य Ĥगट 
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हो गया तो सरकार कȧ बदनामी होगी । इसी Ĥकार अनेक िèथǓतयɉ मɅ स×य को 
वाèतͪवक Ǿप मɅ Ĥगट करने कȧ समèया ͩकसी–न–ͩकसी Ǿप मɅ बनी रहती है ।  

19.4 ǐरपोट[ मɅ सिàमͧलत करने वालȣ मदɅ (Content of Report) 
ǐरपोट[ कȧ अÛतव[èत ुसे ता×पय[ उन ͪवषयɉ से है िजनका ͪववरण व åयाÉया हमɅ एक 
सÛतुͧलत ǐरपोट[ मɅ देखने को ͧमलती है । यɮयͪप इस अÛतव[èत ुके सàबÛध मɅ सभी 
ͪवɮवान एकमत नहȣ ंहɇ, ͩफर भी कुछ ऐसे सामाÛय ͪवषयɉ का उãलेख यहा ँͩकया जा 
सकता है िजÛहɅ ͩक साधारणतया सभी ǐरपोटȾ मɅ अपना èथान ͧमल हȣ जाता है । वे 
ͪवषय इस Ĥकार हɇ – 

(1) Ĥèतावना (Introduction) – सभी ǐरपोटɟ मɅ सव[Ĥथम Ĥèतावना ͧलखी जाती है । 
Ĥèतावना वाèतव मɅ पाठकɉ का ͪवषय से पǐरचय करवाती है और इसमɅ सàबिÛधत 
शोध या सवȶ¢ण के ͪवचार का उदय, योजना, मह×व तथा संगठन आǑद ͪवषयɉ पर 
संͯ¢Üत Ĥकाश डाला जाता है । इसी Ĥकार सवȶ¢ण करने वालȣ संèथा या ͪवभाग आǑद 
का पǐरचय, सवȶ¢ण का संचालन करने वाले åयिÈत या संगठन का पǐरचय 
काय[क×ता[ओं के चुनाव व Ĥͧश¢ण का ͪववरण, सवȶ¢ण मɅ Ǔनरȣ¢ण तथा ĤाÜत तØयɉ 
व सूचनाओं कȧ शुƨता, वधैता व ͪवæवसनीयता का आधार यǑद Ĥारिàभक पǐरचया×मक 
सूचनाओं का उãलेख भी Ĥèतावना मɅ ͩकया जाता है । Ĥèतावना मɅ हȣ सवȶ¢ण के 
समय तथा åयय आǑद का भी ͪववरण Ĥèतुत ͩकया जाता है । सवȶ¢ण या शोध–काय[ 
के दौरान उ×पÛन Ĥमुख कǑठनाइयɉ का उãलेख तथा उनका Ǔनराकरण करने के ͧलए 
ĤयÈुत तरȣकɉ का संͯ¢Üत वण[न भी Ĥèतावना मɅ ͩकया जाता है । ǐरपोट[ मɅ ͩकस Đम 
से ͩकस ͪवषय के सàबÛध मɅ ͪववरण Ĥèतुत ͩकया गया है उसका भी संकेत Ĥèतावना 
मɅ ͩकया जाता है । अÛत मɅ िजन åयिÈतयɉ, संèथाओं व सͧमǓतयɉ तथा सरकारȣ 
ͪवभागɉ से सवȶ¢ण–काय[ मɅ ͩकसी भी Ĥकार कȧ सहायता या परामश[ ĤाÜत हुआ है, 
उनको धÛयवाद £ापन करने के कत[åय का भी इसी Ĥèतावना के माÚयम से पालन 
ͩकया हुआ है । 

(2) समèया का ͪववरण (Description of the Problem) –सबसे पहले ǐरपोट[ मɅ 
सवȶ¢ण या शोध के ͪवषय या समèया का पǐरचय Ǒदया जाता है । समèया कȧ पçृठ–
भूͧम तथा उसके ͪवषय मɅ अनसुÛधान का वण[न करना ǐरपोट[ के आरिàभक अंश का 
सव[Ĥथम भाग है । समèया का चुनाव ͩकन आधारɉ पर ͩकया गया है और ता×काͧलक 
पǐरिèथǓतयɉ मɅ समèया के अÚययन मɅ कौन–कौन से सैƨािÛतक तथा åयावहाǐरक लाभ 
कȧ आशा है इसके ͪवषय मɅ भी ǐरपोट[ के इस अंश मɅ कह Ǒदया जाता है । अÚययन–
ͪवषय से सàबिÛधत अÛय कोई अÚययन हुआ है अथवा नहȣ ंऔर अगर हुआ है तो 
Ĥèतुत अÚययन का उससे Èया सàबÛध है, आǑद बातɉ का भी èपçटȣकरण कर Ǒदया 
जाता है । इन सबका उƧेæय अÚययन–ͪवषय या समèया कȧ वाèतͪवक ĤकृǓत और 
सीमाओं को èपçट करना होता है । 
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(3) सवȶ¢ण या शोध का उƧेæय (Purpose of study) – सवȶ¢ण या शोध का उƧेæय या 
तो £ान का ͪवèतार करना अथवा ͩकसी åयावहाǐरक लाभ को ĤाÜत करना होता है । 
इसीͧलए Ĥ×येक ǐरपोट[ मɅ इस बात का उãलेख ͩकया जाता है ͩक सवȶ¢ण का उƧेæय 
नवीन £ान को ĤाÜत करना अथवा ͩकसी ͪवघमान ͧसƨाÛत कȧ परȣ¢ा करना या उस 
पर नया Ĥकाश डालना अथवा कोई åयावहाǐरक लाभ ĤाÜत करना है । इस सàबÛध मɅ 
यह èमरणीय है ͩक यǑद सवȶ¢ण या शोध–काय[ ͩकसी åयापाǐरक संèथा या सरकार के 
Ǔनदȶशानसुार आयोिजत ͩकया गया है तो अनसुधंानक×ता[ को उस संèथा या सरकार 
ɮवारा सवȶ¢ण का उƧेæय पहले हȣ बता Ǒदया जाता है और उसी के अनसुार सवȶ¢ण कȧ 
सीमाओं को भी Ǔनधा[ǐरत ͩकया जाता है । पर ऐसी िèथǓत मɅ सवȶ¢ण का उƧेæय कोई–
न–कोई åयावहाǐरक लाभ ĤाÜत करना होता है । कुछ भी हो, सवȶ¢ण के उƧेæयɉ का 
èपçट Ǿप मɅ आरàभ मɅ हȣ. ǐरपोट[ मɅ उãलेख कर Ǒदया जाता है । (39०) 

(4) अÚययन ¢ेğ (Scope or Area Study)– समèया तथा उƧेæय का èपçटȣकरण 
करने के पæचात ्अÚययन–¢ेğ के ͪवषय मɅ भी ǐरपोट[ मɅ उãलेख ͩकया जाता है । 
इसके अÛतग[त भौगोͧलक Ĥदेश, सामािजक वग[ अथवा Ǔनिæचत समुदाय का पǐरचय 
Ĥèतुत ͩकया जाता है । यहȣ ंपर इस बात का उãलेख ͩकया जाता है ͩक उस समुदाय, 
समूह या वग[ के जीवन के ͩकन प¢ɉ, अथवा समèया के ͩकन प¢ɉ का अÚययन 
ͩकया गया है । ǐरपोट[ के इसी अंश मɅ उस समुदाय, समूह या वग[ कȧ ĤाकृǓतक, 
सामािजक, जनसंÉया×मक तथा आͬथ[क ͪवशेषताओं का पǐरचय देते हु ए इस बात का 
èपçटȣकरण ͩकया जाता है ͩक अÚययन के ¢ेğ का Ǔनधा[रण उसी Ǿप मɅ Èयɉ ͩकया 
गया है । अथा[त अÚययन–¢ेğ को एक Ǔनिæचत Ǿप मɅ सीͧमत करने से ͩकन 
सुͪवधाओं या लाभɉ कȧ आशा कȧ जाती है, इस बात का èपçटȣकरण भी कर Ǒदया 
जाता है । 

(5) ĤयÈुत अÚययन पƨǓतया ँ(Methods Employed) – सवȶ¢ण अथवा शोध के सभी 
Ǔनçकष[ वाèतͪवक तØयɉ या सूचनाओं पर आधाǐरत होते हɇ । इन तØयɉ तथा सूचनाओं 
को एकǒğत ͩकया जाना है । ǐरपोट[ मɅ इस बात का भी उãलेख रहता है ͩक अÚययन–
ͪवषयɉ से सàबिÛधत वाèतͪवक तØयɉ तथा सूचनाओं को ͩकन पƨǓतयɉ या Ĥͪवͬधयɉ 
कȧ सहायता से एकǒğत ͩकया गया है । ǐरपोट[ ͧलखने वाला इस बात का भी उãलेख 
कर सकता है ͩक अÚययन मɅ ͪवषय या समèया को ͩकस Ǻिçटकोण से देखा गया है 
और उस Ǻिçटकोण से अमकु–अमुक पƨǓत व Ĥͪवͬधया ँÈयɉ सबसे उपयÈुत समझी गɃ 
। साथ हȣ Ĥाथͧमक तथा ɮवतैीयक तØयɉ के İोतɉ का संͯ¢Üत पǐरचय देत ेहु ए ǐरपोट[ 
मɅ इस बात का भी उãलेख ͩकया जाता है ͩक उन İोतɉ से सूचना ĤाÜत करने के ͧलए 
ͩकन Ĥͪवͬधयɉ को काम मɅ ͧलया गया है । यǑद Ĥæनावलȣ अथवा अनसुूची का उपयोग 
ͩकया गया है तो. उसकȧ मोटȣ–मोटȣ बातɅ ǐरपोट[ मɅ उãलेͨखत कर दȣ जाती हɇ । यǑद 
सा¢ा×कार–Ĥͪवͬध को अपनाया गया है तो ͩकन ͧसƨाÛतɉ को Úयान मɅ रखत े हु ए 
सा¢ा×कार ͩकया गया है और सा¢ा×कार–Ǔनदȶͧशका (Interview Guide)का उपयोग 
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ͩकया गया है. अथवा नहȣ,ं इन सब बातɉ का उãलेख भी ǐरपोट[ मɅ कर Ǒदया जाता है 
। उसी Ĥकार यǑद मापक पमैानɉ का उपयोग ͩकया गया है तो उसका वण[न भी कर 
Ǒदया जाता है । 

(6) Ǔनदश[न–चुनाव का तरȣका (Method of Selecting Samples) – अनसुधंानक×ता[ 
अपनी ǐरपोट[ मɅ उस Ĥणालȣ या ͪवͬध का भी उãलेख करता है िजसके ɮवारा Ǔनदश[नɉ 
का चुनाव Ĥèतुत अÚययन मɅ ͩकया गया हो । साथ हȣ, इस बात का भी èपçटȣकरण 
ͩकया जाता है ͩक ͪवषय कȧ ĤकृǓत को देखते हु ए उसी Ĥणालȣ को उपयÈुत Èयɉ 
समझा गया । अथा[त ् िजस Ǔनदश[न–Ĥणालȣ को अपनाया गया है उसे अपनाने के 
कारणɉ का भी सं¢ेप मɅ उãलेख ǐरपोट[ मɅ ͩकया जाता है । इसी सÛदभ[ मɅ यह भी 
ͧलखा जाता है ͩक िजतनी संÉया मɅ Ǔनदश[नɉ को चुना गया है वह संÉया सàपणू[ 
समुदाय का उͬचत ĤǓतǓनͬध×व करने के ͧलए पया[Üत है । पर यǑद Ǔनदश[नɉ का चुनाव 
न करके ¢ेğ कȧ सàपणू[ जनसंÉया का जनगणना–पƨǓत (census method) ɮवारा 
अÚययन ͩकया गया है तो उसका भी उãलेख èपçट Ǿप से ǐरपोट[ मɅ कर Ǒदया जाता 
है । 

(7) सवȶ¢ण का संगठन (Organization of Survey) – सवȶ¢ण–काय[ को ͩकस ढंग से 
åयविèथत और संगǑठत ͩकया गया है, इस बात का ͪववरण कुछ ǐरपोटɟ मɅ Ĥèतावना 
मɅ न देकर अलग तौर पर Ǒदया जाता है । यǑद अÚययन–èथल Ǔनरȣ¢ण पƨǓत 
अपनाई गई है तो èथल अथवा घटना का चुनाव कैसे ͩकया गया, काय[क×ता[ओं को 
Ĥͧशͯ¢त करने के पæचात ्उनमɅ Įम–ͪवभाजन ͩकस ढंग से ͩकया गया, उनके कायȾ का 
Ǔनरȣ¢ण करने कȧ Èया åयवèथा कȧ गई, Ĥæनावͧलयɉ को ͩकस Ĥकार एकǒğत ͩकया 
गया, रोज ͩकतने घटें काम ͩकया गया, एकǒğत सूचनाओं कȧ शुƨता कȧ जाँच ͩकस 
Ĥकार कȧ गई, तØयɉ के सàपादन व संकेतीकरण (codification) कȧ Èया åयवèथा 
थी, आǑद बातɉ का èपçटȣकरण ǐरपोट[ के इस अंश मɅ ͩकया जाता है । इसका उƧेæय 
सवȶ¢ण के संगठन के बारे मɅ लोगɉ को अनमुान लगाने के मामले मɅ सहायता करना 
होता है । (391) 

(8) ͪवæलेषण अथवा åयाÉया (Analysis and Interpretations) – उपरोÈत सभी बातɉ 
का उãलेख करने के पæचात ्ǐरपोट[ सबसे मह×वपणू[ èतर पर आ पहु ँचती है । इस èतर 
पर एकǒğत सूचनाओं तथा तØयɉ को एक åयविèथत ढंग से Ĥèतुत ͩकया जाता है । 
वगȸकरण व सारणीयन का वाèतͪवक लाभ ǐरपोट[ के इस अंश को तैयार करने मɅ ĤाÜत 
होता है Èयɉͩक यहȣ ंपर ĤाÜत सूचनाओं, तØयɉ तथा आँकडो को åयविèथत करके एक 
आकष[क एव ंसाथ[क èवǾप देकर सारͨणयɉ, चाटɟ, ͬचğɉ, रेखाͬचğɉ आǑद के माÚयम से 
Ĥगट ͩकया जाता है । पर तØयɉ को åयविèथत ढंग से केवल Ĥèतुत हȣ नहȣ ं ͩकया 
जाता अͪपत ुउनका आवæयक ͪवæलेषण व वण[ना×मक åयाÉया भी दȣ जाती है । तØयɉ 
के ͪवæलेषण मɅ मुÉयत: काय[–कारण सàबÛधɉ को èपçट ͩकया जाता है, जबͩक 
वण[ना×मक åयाÉया मɅ उसके पǐरणामɉ व ǓनçकषȾ को Ĥèतुत ͩकया जाता है । 
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अÚययन के पǐरणामɉ या ǓनçकषȾ को सदैव तØययÈुत Ǿप मɅ ताͩक[ क ढंग से Ĥèतुत 
ͩकया जाता है और यह भी बताया जाता है ͩक उन ǓनçकषȾ या पǐरणामɉ का Èया 
आधार है । ǐरपोट[ को और अͬधक सजीव, बोधगàय तथा सांिÉयकȧय ͪववेचना के 
उपयÈुत बनाने के ͧलए आवæयकतानसुार फोटो, रेखाͬचğ आǑद भी संलÊन कर Ǒदये 
जातɅ हɇ । यǑद ɮवतैीयक सामĒी का उपयोग ͩकया गया है तो पçृठतल–Ǒटपͨणयɉ 
(footnotes) कȧ सहायता से उनके İोतɉ का संͯ¢Üत पǐरचय दे Ǒदया जाता है । 

(9) तØयɉ कȧ उãलेखनीय ͪवशेषता (Highlights of Data) – ǐरपोट[ को अͬधक ǽͬचकर 
तथा बोधगàय बनाने के ͧलए ͪवæलेषण तथा åयाÉया के पæचात ्एक पथृक अÚयाय मɅ 
सवȶ¢ण या शोध मɅ एकǒğत तØयो कȧ उãलेखनीय ͪवशेषताओं तथा उनके आधार पर 
ĤाÜत Ĥमुख पǐरणामɉ व ǓनçकषȾ को एक Đम से Ĥèतुत ͩकया जाता है ताͩक एक हȣ 
èथान पर अÚययन के पǐरणामɉ का Ǔनçकष[ पाठकɉ के ͧलए उपलÞध हो । दसूरे शÞदɉ 
मɅ ǐरपोट[ के इस अÚयाय मɅ, मुÉय ǓनçकषȾ के सार का उãलेख होता है जो 
अनसुÛधान–पǐरणामɉ को सं¢ेप मɅ èपçट कर देता है ।  

(10) सुझाव (Suggestions) – यǑद अनसुधंान केवल £ान–ĤािÜत के उƧेæय से नहȣ ंͩकया 
गया है और ͩकसी सामािजक समèया अथवा åयावहाǐरक जीवन से सàबिÛधत है तो 
ǐरपोट[ के अÛत मɅ रचना×मक सुझाव अवæय हȣ Ǒदए जाते हɇ । इन सुझावɉ मɅ एक 
समèया को ͩकस Ĥकार åयावहाǐरक ढंग से हल ͩकया जाए, अथवा एक अवèथा–ͪवशेष 
को ͩकस रचना×मक Ǿप मɅ उÛनत ͩकया या सुधारा जाए, इनके सàबÛध मɅ सुझाव 
अवæय Ǒदए जात ेहɇ । ͩकसी संÉया या सरकारȣ ͪवभाग ɮवारा ͩकसी रचना×मक या 
सुधारा×मक काय[ के ͧलये यǑद सवȶ¢ण कराया गया है तब तो सुझावɉ कȧ ǐरपोट[ मɅ 
होना ǓनताÛत आवæयक हो जाता है । अनसुंधानकता[ अपने सुझावɉ को Ĥèतुत करत े
हु ए धरती पर èवग[लोक के Ǔनमा[ण का सपना नहȣ ं देखता अथा[त ् इस Ĥकार के 
सुझावɉ को Ĥèतुत नहȣ ंकरता जो ͩक उपलÞध साधनɉ व åयावहाǐरकता से परे हɉ । 
उसका सुझाव रचना×मक व åयावहाǐरक इस अथ[ मɅ होता है ͩक वह, वत[मान दशाओं 
मɅ देश या एक संèथा–ͪवशेष के ͧलए उपलÞध साधनɉ के अÛतग[त हȣ ͩकस Ĥकार 
अͬधकतम सुधार सàभव है, इस बात कȧ ओर èपçट संकेत करता है । उदाहरणाथ[, 
यǑद वह यह सुझाव देता है ͩक राÏय–कम[चाǐरयɉ का पǐरिèथǓतयɉ मɅ एक राÏय–
सरकार इस अǓतǐरÈत åयय–भार को उठाने मɅ समथ[ है भी या नहȣ ं। यǑद नहȣ ंतो 
ͩकस सीमा तक मँहगाई–भ×ता बढ़ाना वाèतव मɅ åयवहाǐरक होगा और कम[चाǐरयɉ के 
भी Ǒहतɉ कȧ अͬधकतम र¢ा सàभव होगी । सं¢ेप मɅ हम कह सकत ेहɇ ͩक सुझाव 
उपयोगी और åयावहाǐरक लाभ कȧ Ǻिçट से उपयÈुत हो और साथ हȣ तक[  पर 
आधाǐरत व रचना×मक हो इस बात का अͬधक–से–अͬधक Úयान अनसुंधानकता[ रखता 
है और उसे रखना भी चाǑहए । ये सुझाव दो Ĥकार के हो सकत ेहɇ – एक तो वे 
सुझाव जो अÚययन के दौरान मɅ èवय ंसूचनादाताओं ɮवारा Ǒदए जाते हɇ । ये सुझाव 
अ×यÛत मह×वपणू[ होते हɇ, Èयɉͩक एक ͪवशेष ¢ेğ या समुदाय मɅ काफȧ समय से 
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रहने वाले लोग (सूचनादाता) सैƨािÛतक £ान न रखत े हु ए भी भÈुतभोगी होने के 
कारण समèया को åयावहाǐरक Ǻिçट से समझत ेहɇ और इसीͧलए अपने अनभुव के 
आधार पर इस योÊय होत े हɇ ͩक अवèथा को उÛनत करने या सुधारने के ͧलए 
उपयोगी सुझाव दे सकɅ  । इसीͧलए ऐसे सुझावɉ को ǐरपोट[ मɅ अवæय èथान Ǒदया जाता 
है । दसूरे वे सुझाव होत ेहɇ जो ͩक èवय ंअनसुंधानकता[ अपने अÚययन के आधार पर 
Ĥèतुत करता है । इस Ĥकार के सुझावɉ कȧ उपयोͬगता सवȶ¢णक×ता[ के £ान, 
अनभुव, सूझ–बझू तथा दरूǺिçट पर Ǔनभ[र करती है। 

(11) संलÊन–पğ (Appendices) – सुझावɉ के साथ हȣ मूल ǐरपोट[ कȧ इǓत हो जाती है । 
ͩकÛत ुकुछ ऐसे पğ, Ĥलेख, ताͧलका, चाट[, ͪववरण आǑद होत ेहɇ जो ͩक अÚययन कȧ 
Ĥामाͨणकता को ͧसƨ करने मɅ सहायक होते हɇ, और इसीͧलए उÛहɅ पाठकɉ के सम¢ 
रखना उͬचत समझा जाता है । ऐसे पğकɉ को ǐरपोट[ के अÛत मɅ लगा Ǒदया जाता है 
। इनमɅ ¢ेğीय मानͬचğ, पèुतक सूची (Bibliography), अनसुचूी, Ĥæनावलȣ आǑद 
अÚययन–उपकरणɉ कȧ एक–एक ĤǓत (copy), कुछ मह×वपणू[ सारणी आǑद को 
सिàमͧलत ͩकया जाता है ।  

19.5 ǐरपोट[ कȧ ͪवशषेताएँ (Characteristic of a Report) 
एक अÍछȤ ǐरपोट[ कȧ ͪवशेषताओं के सàबÛध मे ͪवɮवानɉ मɅ मतभेद हो सकता है 
Èयɉͩक 'अÍछे–बरेु कȧ अवधारणा सबके ͧलए समान नहȣ ंहोती । ͩफर भी सवȶ¢ण कȧ 
ĤͩĐया और ǐरपोट[ को तैयार करना एक टेिÈनकल काम होने के कारण एक अÍछȤ 
ǐरपोट[ कȧ कुछ आधारभूत ͪवशेषताओं का उãलेख ͩकया जा सकता है । वे ͪवशेषताएँ 
इस Ĥकार हɇ – 

(1) एक अÍछȤ ǐरपोट[ का ऊपरȣ आवरण èवÍछ तथा आकष[क होता है । सफेद रंग के 
अÍछे ͩकèम के कागज पर èपçट तथा सुÛदर ढंग के टाइप से ǐरपोट[ को छपवाया 
जाता है । साथ हȣ, उसे अͬधक आकष[क बनाने के ͧलए आकष[क शीष[कɉ, ͬचğɉ, फोटो 
आǑद का Ĥयोग भी आवæयकतानसुार ͩकया जाता है । 

(2) ǐरपोट[ कȧ भाषा अ×यͬधक सÛतुͧलत होती है । पाǐरभाͪषक शÞदावलȣ का Ĥयोग 
आवæयकतानसुार अवæय हȣ करना पड़ता है । पर इस सàबÛध मɅ यह सुझाव है ͩक 
ͪवषय का èपçटȣकरण लेखक का उƧेæय होता है और इसकȧ ͧसͪƨ के ͧलए पाǐरभाͪषक 
शÞदावलȣ–सàबÛधी सैƨािÛतक मतभेदɉ के ĤǓत लेखक ͩकसी भी Ĥकार के ͪवͧशçट 
आĒह अथवा दरुाĒह को नहȣ ंअपनाता । साथ हȣ, इस बात का भी Úयान रखा जाता 
है ͩक पाǐरभाͪषक शÞदावलȣ के अ×यͬधक Ĥयोग से ǐरपोट[ कहȣं इतनी बोझल और 
िÈलçट न हो जाए ͩक उसे समझने के ͧलए ͪवशेष£ɉ कȧ सहायता लेनी पड़'े दसूरȣ 
ओर, ǐरपोट[ कȧ भाषा मɅ आलंकाǐरक तथा साǑहि×यक शैलȣ भी का Ĥयोग अ×यͬधक 
नहȣ ंͩकया जावे िजससे ͩक तØयɉ कȧ वाèतͪवकता पर ͪवपरȣत Ĥभाव पड़ ेया तØयɉ को 
बढ़ा चढ़ाकर कहने से स×यता Ĥगट न हो सके । अत: भाषा तथा शैलȣ के सौÛदय[ कȧ 
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ओर झुककर ǐरपोट[ को अǓतशयोिÈतपणू[ तथा अèğाभाͪवक बना देने कȧ Ĥविृ×त से दरू 
रहकर हȣ सÛतुͧलत भाषा मɅ ǐरपोट[ को तैयार ͩकया जाता है । 

(3) एक अÍछȤ ǐरपोट[ मɅ एक हȣ Ĥकार के तØयɉ को बार–बार दोहराया नहȣ ंजाता Èयɉͩक 
ऐसा करने से ǐरपोट[ को पढ़त ेसमय पाठक ऊब जात े हɇ । तØयɉ मɅ ताͩक[ क Đम 
अवæय रहता है अथा[त ्èवतÛğ Ǿप से समझ ेजाने वाले तØय पहले आ जात ेहɇ और वे 
तØय बाद मɅ Ĥदͧश[त ͩकए जात े हɇ िजनको समझने के ͧलए दसूरे तØयɉ कȧ 
आवæयकता पड़ती है । 

(4) एक अÍछȤ ǐरपोट[ मɅ तØयɉ का ͪवæलेषण व åयाÉया व£ैाǓनक तौर पर और सुèपçट 
Ǿप मɅ होती है ताͩक ǐरपोट[ को पढ़कर हȣ लोगɉ को यह ͪवæवास हो जाए ͩक ǐरपोट[ मɅ 
जो कुछ कहा गया है वह काãपǓनक नहȣ ं है अͪपत ुतØययÈुत तथा Ĥयोग–ͧसƨ है । 
इसके ͧलए सूचनाओं के İोतɉ का उãलेख ǐरपोट[ मɅ पçृठतल–ǑटÜपͨणयɉ आǑद 
(footnotes and reference) के Ǿप मɅ Ĥ×येक अÚययन मɅ दे Ǒदया जाता है ।  

(5) एक अÍछȤ ǐरपोट[ मɅ जो भी Ǔनçकष[ Ǔनकाले जात ेहɇ वे सभी Ĥामाͨणक, ͪवæवसनीय 
तथा व£ैाǓनक ͪवकास के उपयÈुत होते हɇ । इसका ता×पय[ यहȣ है ͩक ǐरपोट[ मɅ Ĥ×येक 
Ǔनçकष[ को तØययÈुत Ǿप मɅ Ĥमाण–सǑहत Ĥèतुत ͩकया जाता है अथा[त ्उन कारणɉ 
का भी उãलेख ͩकया जाता है िजन पर ͩक वह Ǔनçकष[ आधाǐरत है । (393) 

(6) एक अÍछȤ ǐरपोट[ मɅ åयावहाǐरकता का त×व भी èपçट होता है । अथा[त ्उÍच èतरȣय 
ǐरपोट[ इस Ĥकार कȧ होती है ͩक उसे पढ़कर अͬधक–से–अͬधक लोग लाभ उठा सके । 
इस Ĥकार कȧ ǐरपोट[ से केवल £ान कȧ हȣ वृͪ ƨ नहȣ ंअͪपत ुकुछ åयावहाǐरक लाभ भी 
होता है । अÍछȤ ǐरपोट[ सामािजक ĤगǓत व समाज–सुधार से सàबिÛधत भͪवçय–
योजनाओं के Ǔनमा[ण मɅ अपना मह×वपणू[ योगदान करती है । 

(7) एक अÍछȤ ǐरपोट[ मɅ अÚययन–पƨǓत व Ĥͪवͬधयɉ, अÚययन ¢ेğ, Ǔनदश[न आǑद के 
सàबÛध मɅ èपçट तथा ͪवèततृ ͪववरण होता है और साथ हȣ सचूना के सभी İोतɉ का 
उãलेख ͩकया जाता है । ऐसा करने का उƧेæय यह होता है ͩक यǑद ͩकसी भी åयिÈत 
को अÚययन के Ǔनçकषɟ के सàबÛध मɅ सÛदेह हो तो वह ǐरपोट[ मɅ उãलेͨखत Ĥͪवͬधयɉ 
आǑद कȧ सहायता से उन Ǔनçकषɟ कȧ वधैता कȧ जाचँ कर सकता है ।  

(8) एक अÍछȤ ǐरपोट[ मɅ अÚययन मɅ आई कǑठनाइयɉ तथा सवȶ¢ण कȧ सीमाओं 
(limitation) का भी èपçट Ǿप से उãलेख होता है । दसूरे शÞदɉ मɅ, कͧमयɉ को 
Ǔछपाकर अÚययन के पणू[तया यथाथ[ होने का दावा नहȣ ंͩकया जाता है । ऐसा न करने 
का उƧेæय यह है ͩक अÚययन कȧ कǑठनाइयɉ व कͧमयɉ को ईमानदारȣ से èवीकार 
करने पर भͪवçय के अÚययनɉ मɅ अÛय सवȶ¢णक×ता[ओं ɮवारा पहले से हȣ उनके 
सàबÛध मɅ सचेत रहने तथा उÛहɅ दरू करने के ͧलए आवæयक कदम उठाने का अवसर 
ͧमलता है । 

(9) एक उÍचèतरȣय ǐरपोट[ मɅ मह×वपणू[ अवधारणाओं (concept) तथा ͧसƨाÛत (theory) 
को ͪवकͧसत करने का Ĥय×न ͩकया जाता है । और साथ हȣ, अÛय अनेक ऐसी 
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समèयाओं, ͪवषयɉ तथा Ĥæनɉ कȧ ओर संकेत ͩकया जाता है िजनके ͪवषय मɅ और 
आगे शोध या सवȶ¢ण–काय[ करने कȧ आवæयकता है । ǐरपोट[ Ĥèतुत करने वाले Ĥ×येक 
अनसुंधानकता[ ɮवारा इस Ĥकार का संकेत अ×यÛत मह×वपणू[ होता है । 

19.6 ǐरपोट[ का मह×व (Important of Report) 
ǐरपोट[ सàपणू[ अÚययन कȧ सार–कथा होती है और इसीͧलए इसके मह×व को सभी 
ͪवɮवान èवीकार करत ेहɇ । सं¢ेप मɅ हम भी उसका उãलेख यहा ँकर सकत ेहɇ – 

(1) £ान का Ĥसार करने मɅ शोध या सवȶ¢ण–ǐरपोट[ सहायक ͧसƨ होती है । ǐरपोट[ मɅ 
अÚययन–ͪवषय से सàबिÛधत ĤाÜत £ान का समावेश होता है और उस ǐरपोट[ को 
पढ़कर दसूरे लोग भी £ान ĤाÜत कर सकत ेहɇ । ǐरपोट[ मɅ केवल अÚययन–ͪवषय के 
सàबÛध मɅ हȣ नहȣ ंअͪपत ुअÛय सàबिÛधत ͪवषयɉ का भी संकेत रहता है जो ͩक £ान 
के Ĥसार मɅ और भी सहायक होता है । 

(2) ǐरपोट[ नए अÚययनɉ के ͧलए आवæयक Ĥाककãपना का आधार बन सकती है Èयɉͩक 
सवȶ¢ण कȧ ǐरपोट[ का अÚययन करने पर अनेक नए ͪवचार उ×पÛन हो सकत ेहɇ और 
साथ हȣ उन Ĥæनɉ या समèयाओं का भी आभास होता है िजनके सàबÛध मɅ आगे शोध 
काय[ ͩकया जा सकता है । 

(3) ǐरपोट[ से एक ͪवषय के सàबÛध मɅ हु ए Ĥाय: सभी अÚययन–कायɟ का पǐरचय ĤाÜत हो 
जाता है Èयɉͩक ǐरपोट[ मɅ पवू[ अÚययनɉ का उãलेख होता है । 

(4) ǐरपोट[ मɅ अनसुधंान मɅ ĤयÈुत पƨǓत व Ĥͪवͬधयɉ का उãलेख रहता है । इसके आधार 
पर भावी शोधक×ता[ओं को अपने शोध–काय[ के ͧलए पƨǓत व Ĥͪवͬधयɉ को चुनने मɅ 
मदद ͧमलती है और साथ हȣ नवीन अनसुंधान–Ĥणाͧलयɉ का आͪवçकार भी सàभव 
होता है' । 

(5) ǐरपोट[ मेहनतकश जनता के ͧलए भी उपयोगी ͧसƨ हो सकती है । सरकार या Ǔनजी 
संèथाओं ɮवारा कम[चाǐरयɉ के वेतन आǑद मɅ वृͪ ƨ करने या उनके काय[ कȧ दशाओं को 
सुधारने के ͧलये सवȶ¢ण करवाए जात े हɇ और ǐरपोट[ के आधार पर वेतन, महंगाई 
भ×ता आǑद मɅ वृͪ ƨ कर दȣ जाती है । जनता से सàबिÛधत अनेक अवांǓछत अवèथाओं 
के Ǔनराकरण के ͧलये भी ǐरपोट[ मɅ सुझाव Ǒदए जात े हɇ और उसी के अनसुार 
åयाͬधकȧय अवèथाओं को सुधारने के ͧलये आवæयक कदम उठाए जात ेहɇ । 
इस Ĥकार एक शोध या सवȶ¢ण–ǐरपोट[ शोध के Ĥसार मɅ सहायक होती है, नवीन 
ͪवचारɉ को उभारती है, भावी शोध–काय[ का पथ Ĥशèत करती है, जन–जीवन से 
सàबिÛधत अनेक åयाͬधकȧय (pathological) समèयाओं के Ǔनराकरण के ͧलए 
रचना×मक सुझाव Ĥèतुत करती है तथा योजना कȧ ͧसͪƨ व जनता कȧ समृͪ ƨ का 
आधार बन सकती है । अनसुधंानक×ता[ के समèत £ान, लगन व पǐरĮम का ǐरपोट[' 
हȣ एक साथ[क Ǿप होती है।  
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19.7 सारांश  
शोधकता[ ɮवारा ͩकये गये काय[ कȧ साथ[कता तभी हो सकती है जब इन Ǔनçकषɟ को 
समाज तक, सरकार तक, उɮयोगपǓतयɉ के पास उͬचत ǐरपोट[ के ɮवारा िजसमɅ 
संकͧलत तØयɉ का ͪववरण, ͪवæलेषण व åयाÉया तथा Ǔनçकषɟ व सुझावɉ को एक 
ͧलͨखत Ǿप मɅ Ǒदया जावे िजससे ͩक यह शोध काय[ वत[मान व भावी पीढ़ȣ के ͧलए 
एक धरोहर बन सके।  

19.8 शÞदावलȣ  
1. ǐरपोट[ (Report): शोध के Ǔनçकष[ व सुझावɉ कȧ åयाÉया । 
2. संलÊन पğ (Appendices): कुछ ऐसे पğ, Ĥलेख, ताͧलका, चाट[ ͪववरण जो ǐरपोट[ के 

अÛत मɅ लगाये जात ेहɇ ।  

19.9 अßयासाथ[ Ĥæन  
1. शोध काय[ कȧ ǐरपोट[ से Èया आशय है? 
2. ǐरपोट[ तैयार करने के Èया उƧेæय होत ेहɇ? 
3. ǐरपोट[ तैयार करत ेसमय ͩकन–ͩकन बातɉ का Úयान रखना चाǑहए? 
4. ǐरपोट[ तैयार करत ेसमय ͩकस Ĥकार कȧ समèयाएँ उ×पÛन होती हɇ? 
5. एक अÍछȤ ǐरपोट[ कȧ ͪवशेषताओं का उãलेख कȧिजए । 
6. एक सामाÛय एव ंͪवͧशçट åयिÈत के ͧलए ǐरपोट[ का Èया मह×व है? 

19.10 संदभ[ ĒÛथ  
1. शोध Ĥणालȣ, Ĥो. शमा[, जैन, पारȣक, रमेश बकु ͫडपो, जयपरु । 
2. Research Methodology, Techniques and Trends, 

V.V.Khanzode,Daryaganj, New Delhi. 
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इकाई–20 : ĒÛथ सूची एव ं सÛदͧभ[का (Bibliography & 
Referencing) 

इकाई कȧ Ǿपरेखा 
20.0 उƧेæय 
20.1 Ĥèतावना 
20.2 सÛदͧभ[का 
20.3 ĒÛथ सूची एव ंसÛदͧभ[का के लाभ 
20.4 सÛदͧभ[का वग[ 
20.5 अनसुूची का ĤाǾप 
20.6 Ĥæनावलȣ 
20.7 ĒÛथ सूची एव ंसÛदͧभ[का का नमूना 
20.8 साराशं 
20.9 शÞदावलȣ 
20.10 èवपरख Ĥæन 
20.11 संदभ[ ĒÛथ  

20.0 उƧेæय  
इस इकाई का अÚययन करने के पæचात ्आप ये समझ सकɅ गे ͩक ĒÛथ सूची से Èया 
आशय है? शोध क×ता[ के शोध करने के पæचात ्शोध के साथ–साथ ĒÛथ सचूी एव ं
सÛदͧभ[का को ͩकस Ĥकार Ǒदखाना चाǑहए । गा  

20.1 Ĥèतावना 
इसके अÛतग[त शोध के काय[ मɅ सभी ĤयÈुत कȧ गई पèुतकɉ को एक जगह संकलन 
करने कȧ ĤͩĐया को ĒÛथ सूची कहत ेहɇ । इसमɅ सव[Ĥथम पèुतक का नाम, पèुतक के 
लेखक का नाम, Ĥकाशक का नाम व पता तथा मुǑġत होने वाले वष[ को दशा[या जाता 
है। इसका नमूना आगे समझाया गया है ।  

20.2 सÛदͧभ[का  
शोध काय[ मɅ उपयोग मɅ लȣ गई पèुतक का नाम, लेखक का नाम, Ĥकाशक का नाम, 
पता तथा छपने वाले वष[ को दशा[या जाता है । सÛदभ[ मɅ यह आवæयक नहȣ ं है ͩक 
कोई पèुतक हȣ हो, ͩकसी भी ǐरपोट[, आǑट[कल, या समाचार पğɉ से लȣ गई सूचनाओं 
को भी सÛदभ[ के Ǿप मɅ दे सकत े हɇ । लेͩकन लȣ गई सूचनाओं कȧ जानकारȣ 
सàबिÛधत जगह सÛदभ[ के मɅ लेखक व Ĥकाशक के नाम, पता एव ंमुǑġत वष[ के 
साथ सàबिÛधत पेज संÉया भी देनी चाǑहए । ͩक Ǔनàन उदाहरण मɅ समझाया गया है 
। 
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उदाहरण 
शोध करत े समय शोधक×ता[ ने Ǔनàन परैाĒाफ ͧलखा िजसमɅ ͩक 'एक सàबिÛधत 
पèुतक से सÛदभ[ के Ǿप मɅ ͧलया गया था । शोधक×ता[ ने उस पèुतक का नाम, 
लेखक का नाम संèकरण व पेज संÉया का उãलेख ͩकया िजसे Ǔनàन उदाहरण ɮवारा 
समझा जा सकता है :– 
यǑद अिÛतम खातɉ को ठȤक–ठȤक तैयार करना है तो यह आवæयक होगा ͩक उस 
अवͬध के तमाम सौदे बǓनयɉ मɅ दज[ ͩकये जायɅ । ͩकसी åयापार के वाèतͪवक लेन–देन 
तो वष[–पय[Ûत बǑहयɉ मɅ उन Ǔतͬथयɉ (396)पर ͧलखे जात ेहɇ, िजनके वे होत ेहɇ, परÛत ु
अिÛतम खात ेबनाने से पहले यह पता लगाना आवæयक है ͩक अवͬध से सàबिÛधत 
कोई ऐसे सौदे तो नहȣ ंआये, िजनको या तो बǑहयɉ मɅ ǒबãकुल हȣ दज[ नहȣ ंͩकया गया 
है या िजनके सàबÛध मɅ अपणू[ काय[वाहȣ हु ई है अथवा िजनको गलत ͧलखा गया है । 
åयवहार मɅ यह देखने मɅ आया है ͩक ऐसे कई सौदे होते हɇ । इनके सàबÛध मɅ उͬचत 
काय[वाहȣ करनी चाǑहए, तब हȣ अिÛतम खात ेसहȣ बन सकɅ गे । इन åयवहारɉ का 
बǑहयɉ मɅ ͧलखना हȣ समायोजन कहलाता है । दसूरे शÞदɉ मɅ समायोजन से यह 
अͧभĤाय है ͩक उस सौदे का अभी लेखा नहȣ ं ͩकया गया है या अपणू[ अथवा गलत 
लेखा ͩकया गया है, सहȣ–सहȣ दज[ ͩकया जाय ।' 
_________________________ 
6. माÚयͧमक बǑहखाता जैन खÖडेलवाल, पारȣक, 15वॉ सèंकरण, दȣ èटूडेÛट बकु कं., 
चौड़ा राèता, जयपरु, 1980, प.ृ स 178  
उÈत सÛदभ[ न.ं 6 न.ं से यह आशय हुआ ͩक शोधक×ता[ ने 5 अÛय ͩकताबɅ पवू[ मɅ 
सÛदभ[ के Ǿप मɅ देख चुका है िजनका उãलेख सàबिÛधत जगह कर चुका है । यहा ँ
पर उसने छठȤ ͩकताब देखी है िजसका उसने उãलेख ͩकया है । यह सÛदभ[ पèुतक के 
Ǿप मɅ जाना जाएगा ।  

20.3 ĒÛथ सूची एवं सÛदͧभ[का के लाभ  
ĒÛथ सूची को बनाने से ͩकसी भी åयिÈत को यह जानकारȣ ͧमल जाती है ͩक 
शोधक×ता[ ने शोध के दौरान ͩकन–ͩकन ͩकताबɉ का Ĥयोग ͩकया है । ͩकन–ͩकन 
सÛदभɟ को शोधक×ता[ ने देखा है । यǑद कोई भी åयिÈत इन सÛदभɟ को देखना चाहे 
जो ͩक शोधक×ता[ ने सàबिÛधत ͩकताब या लेखɉ को Ĥयोग ͩकया है तो वह åयिÈत 
उस ͩकताब के सàबिÛधत पेज नàबर पर जाकर देख सकता है तथा अपनी सÛतुिçट के 
ͧलए ͧमलान भी कर सकता है । 

20.4 सÛदͧभ[का वग[  
ĤǓतवेदन का यह Ĥमुख ͪवभाग है । इरा ͪवभाग को Ǔनàन तीन उपͪवभागɉ मɅ 
ͪवभािजत ͩकया गया है – 
(अ) ĒÛथ सूची (Bibliography) 
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(ब) पǐरͧशçट (Appendix) 
(स) सचूी–पğ (Index) 

(अ) ĒÛथ सूची – 
संशोधक ने िजन–िजन ͧलͨखत İोतɉ से तØय–सामĒी संशोधन के ͧलये संकͧलत कȧ है 
उनका संͯ¢Üत ͪववरण ĒÛथ सूची मɅ देता है । यह ͪववरण देत ेसमय वह वण[Đम 
पƨǓत का उपयोग करता है । 
ĒÛथ सूची को भी Ǔनàन ͪवभागɉ मɅ ͪवभािजत ͩकया गया है – 

(i) ĒÛथ और पèुतकɅ  
(ii) शोध पǒğकाएँ 
(iii) पğ–पǒğकाएँ 
(iv) ĤǓतवेदन 
(v) दèतावेज 
(vi) अĤकाͧशत İोत 
(i). ĒÛथ और पèुतकɅ  – िजन ĒÛथɉ मɅ से और पèुतकɉ मɅ से ͧलͨखत सामĒी का 

संशोधन मɅ उपयोग हो रहा है उन सभी के लेखकɉ कȧ अथवा सàपादकɉ कȧ 
अकार ͪवãलानसुार (alphabetical) सूची बनानी चाǑहये । उसमɅ लेखकɉ 
अथवा सàपादकɉ के नाम के सामने उनकȧ ͧलखी हु ई पèुतकɉ अथवा सàपाǑदत 
ͩकये हु ए गÛथɉ के शीष[क तथा उनके सामने Ĥकाशक का नाम, èथान, वष[ 
और आविृ×त ͧलखना चाǑहये । इस åयविèथत Ǿप मɅ ͧलखने से èवत: हȣ 
उदाहरण के Ǿप मɅ दȣ हु ई Ĥèतुत सारणी का आकृǓतवÛद, ĒÛथ और पèुतकɉ 
का ͪववरण ĤाÜत होगा । 

अन.ु 
Đमाकं 

लेखक अथवा 
सàपादक का नाम 

ĒÛथ अथवा 
पèुतक का नाम 

Ĥकाशक का नाम 
और èथान 

Ĥकाशन वष[ 
और आवतȸ 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
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(ii). शोध पǒğका – शोध पǒğका शोध संèथाओं के ɮवारा अथवा ͪवæवͪवɮयालयɉ 
ɮवारा Ĥकाͧशत कȧ जाती है और उसमɅ नये शोध के सÛदभ[ मɅ और संशोधन 
के ͧलये उपयोग मɅ आई हु ई नयी पƨǓत और Ĥͪवͬध के सÛदभ[ मɅ सàपणू[ 
जानकारȣ दȣ रहती है । इसीͧलए संशोधन ͪवषय से सàबिÛधत िजन–िजन 
संशोधन–पǒğकाओं का उपयोग शोधकता[ ने अपने शोध मɅ ͩकया है उनका 
ͪववरण ǓनàनĤकार से देना चाǑहए - 

अन.ु 
Đमाकं 

सàपादक का नाम संशोधन पǒğका का शीष[क Ĥकाशक अकं वष[ 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

    

(iii). Ǔनयतकाͧलक रत पğ–पǒğकायɅ (Periodical) – शोध पǒğकाओं का उपयोग 
करत े समय अͬधक सावधानी रखनी आवæयक है Èयɉͩक Ĥ×येक पǒğका 
ͪवæवसनीय और Ĥामाͨणक नहȣ ं होती अत: सशंोधक का Ĥामाͨणक और 
ͪवæवसनीय पǒğकाओं का हȣ उपयोग करना चाǑहए । उदाहरण – भारत मɅ 
'इिÖडयन एÈसĤेस–, टाईàस ऑफ इिÖडया', 'Ǒद ǑहÛद ूऔर 'अमतृ बाजार–
पǒğका ये दैǓनक समाचार पğ अÛतरा[çĚȣय èतर के माने गये हɇ । इसͧलये 
इनसे ĤाÜत जानकारȣ ͪवæवसनीय रहती है । पğ–पǒğकाओं को ͧलखत ेसमय 
उनकȧ Ĥकाशन अवͬध को आधार मानकर वगȸकृत कर ͧलखना चाǑहए । 
अथा[त Ĥथम दैǓनक, साÜताǑहक, माͧसक, ğमैाͧसक एव ंवाͪष[क अंक आǑद । 

सारणी 
अन.ु 
Đमाकं 

(Ǔनयतकाͧलक) 
पğ–पǒğकाएँ 

सàपादक Ĥकाशक तारȣख–माह–वष[ 
और अकं 

1 
2 
3 
4 
5 
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6 
7 
8 
9 
10 

(iv). ǐरपोɪ[स – शासकȧय, अशासकȧय अथवा संशोधन संèथाएँ समय–समय 
पर ǐरपोɪ[स Ĥकाͧशत करती हɇ । ĤǓतवेदन / ǐरपोɪ[स मɅ दȣ गयी जानकारȣ 
सांिÉयकȧय, ͪवæवसनीय और Ĥामाͨणक रहती है इसͧलए इसका वसेै का 
वसैा उƨरण शोध मɅ दे सकत ेहɇ । ĤǓतवेदन के सÛदभ[ मɅ ͪववरण इस 
Ĥकार देना चाǑहए । 

अन.ु 
Đमाकं 

ĤǓतवेदन का शीष[क लेखक अथवा Ĥकाशक Ĥकाशन 
संèथा 

तारȣख–माह–वष[ 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 

    

(v). दèतावेज – ऐसे शासकȧय ओर अशासकȧय दèतावेज िजनका उपयोग 
शोधकता[ ने अपने शोध मɅ ͩकया गया है उनको इस Ĥकार Ĥèतुत करना 
चाǑहए – 

अन ु
Đमाकं 

दèतावेज़ का शीष[क 
अथवा Đमांक 

संèथा तारȣख–माह–वष[ 

1. 
2. 
3. 
4. 
5. 
6. 
7. 
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(vi). अĤकाͧशत İोत – िजन–िजन अĤकाͧशत İोतɉ मɅ से शोध के ͧलए 
जानकारȣ ĤाÜत कȧ गयी है उन İोतɉ का िजनका ͪववरण दे सकɅ  उतना 
देना चाǑहए। यǑद सàभव हो तो पया[Üत ͪववरण सारणी मɅ देना चाǑहए । 

(ब) पǐरͧशçट (Appendix) 
िजस ͧलͨखत सामĒी का उपयोग उसी Ǿप मɅ शोध मे ͩकया गया है उन सभी कȧ 
स×य ĤǓतͧलͪपयɉ का ͪववरण पǐरͧशçट मɅ अकार ͪवãहा पƨǓत से देने के बाद उन 
स×य ĤǓतͧलͪपयɉ को Đमवार संलÊन करना चाǑहये । 

(स) सूची–पğ 
सूची–पğ ͪवषयानसुार या लेखकानसुार बनाना पड़ता है । ͪवषयानसुार बनाये गये सूची–
पğ मɅ शोध ĤǓतवेदन मɅ आयी मह×वपणू[ संकãपना, स£ंा, शÞद और घटना कौन–कौन 
से पÛने (पेज) पर है इसकȧ जानकारȣ दȣ जाती है । इसमɅ संकãपना, सं£ा, शÞद और 
घटनाओं को वणा[¢रानसुार Đमबƨ ͩकया जाता है।लेखकानसुार बनाये गये सूची–पğ मɅ 
लेखकɉ को वणा[¢रानसुार Đमबƨ करके उनका उãलेख ͩकस पÛने (पेज) पर ͩकया गया 
है । इस सÛदभ[ मɅ जानकारȣ दȣ जाती है । 

(द) तलǑटप (Foot–Notes) 
तलǑटप पÛने के नीचे अथवा Ĥकरण के अÛत मɅ दȣ जाती है । Ĥ×येक पेज पर तलǑटप 
देते समय उस पेज कȧ पहलȣ तलǑटप जहा ँवाÈय समाÜत होता है वहा ँपर एक अंक 
ͧलखकर सूͬचत कȧ जाती है और उसके बाद आने वालȣ तलǑटपɉ को अनĐुमानसुार 
Đमबƨ ͩकया जाता है । 
एक हȣ पेज पर एक हȣ पतुकर मɅ से दो अथवा अͬधक उदाहरण देने हɉ तो Ĥथम 
उदाहरण के सÛदभ[ मɅ ͪववरण देकर बाद मɅ आने वाले उदाहरणɉ के ͧलये 'इड का 
उपयोग करना चाǑहये । इǒबड (Ibid) का अथ[ होता है ''उपरोÈत के अनसुार । '' यǑद 
एक हȣ पèुतक से उदाहरणɉ का ͩफर से उपयोग करना हो तो बाद के पÛने पर 
उदाहरण के ͧलए 'ऑप–ͧसट’ (Op.cit) का Ĥयोग करना चाǑहये । 'ऑप–ͧसट' का लेǑटन 
शÞद का अथ[ होता है .'पीछे आ चुका है' । तलǑटप उदाहरण– 1. जैन, खÖडलेवाल, 
पारȣक, पçृठ Đ. 167 

20.5 अनुसूची का ĤाǾप  
शोधकता[ ɮवारा Ĥयोग मɅ लȣ गई Ĥæनावलȣ व अनसुचूी को भी ĒÛथ सूची के अÛत मɅ 
Ǒदखाना चाǑहये । उदाहरणाथ[ यहा ँĤèतुत ͩकया जा रहा है – 
अनसुूची का ĤाǾप (Form of A Schedule) 
एक Ēामीण ¢ेğ मɅ हǐरजनɉ कȧ आͬथ[क व सामािजक समèयाओं के सàबÛध मɅ 
अनसुूची का ĤाǾप Ǔनàन Ĥकार का हो सकता है 

Ēामीण ¢ेğ मɅ हǐरजनɉ कȧ आͬथ[क–सामािजक समèयाएँ 
1. उ×तरदाता का नाम व पता .................................................... 
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2. जाǓत    .................................................... 
3. आय ु    …………………………………………………………. 
4. पेशा    .................................................... 
5. ͧश¢ा    .................................................... 
6. गाँव का नाम   .................................................... 
7. ͪपता का åयवसाय  .................................................... 
8. पǐरवार का èवǾप  : संयÈुत / एकाकȧ / ͧमͬĮत  
9. ववैाǑहक िèथǓत   : ͪववाǑहत /अͪववाǑहत /ͪवधुर 

10. पǐरवार के अÛय सदèयɉ कȧ संÉया : 
11. Èया आप अपने बÍचɉ को èकूल भेजना अÍछा समझत े हɇ? हाँ/नहȣं । यǑद हाँ तो 

आपके पǐरवार मɅ 4 से 15 वष[ तक कȧ आय ुके ͩकतने बÍचे èकूल मɅ ͧश¢ा Ēहण 
करने के ͧलए जात ेहɇ? 

12. यǑद आप बÍचɉ को èकूल भेजना अÍछा नहȣ ंसमझत ेतो इसका Èया कारण है?  
13. पǐरवार मɅ िèğयɉ कȧ िèथǓत कैसी है? पणू[तया पǽुषɉ के अधीन/पǾुषɉ के समान /पǾुषɉ 

से अͬधक èवतÛğ /पणू[तया èवेÍछाचारȣ । 
14. आर¢ण के तहत आपके पǐरवार मɅ ͪवͧभÛन सदèयɉ को Ǔनàनांͩकत मɅ से कौन–कौन 

से लाभ ĤाÜत हु ए?  
सरकारȣ नौकर /बÍचɉ को Ǔनःशुãक ͧश¢ा / ͧश¢ा के ͧलए छाğविृ×ता ͩकसी ĤǓतयोगी 
परȣ¢ा मे चयन ͩकसी चुनाव मɅ Ǔनवा[चन । 

15. Ǔनàनांͩकत पदाͬधकाǐरयɉ का आपकȧ बèती तथा आपके समुदाय. के ĤǓत åयवहार कैसा 
रहता है? 
(क) हǐरजन कãयाण अͬधकारȣ – सहयोग पणू[ 'सामाÛय /उदासीन 
(ख) खÖड ͪवकास अͬधकारȣ 
(ग) पटवारȣ 
(घ) Ēाम सेवक 
(ङ) èथानीय नेता 
(च) Ǔनवा[ͬचत जनĤǓतǓनͬध  

16. Èया आप पर कुछ ऋण है हाँ / नहȣ ं 
यǑद हाँ तो यह ऋण आपको कहा ँसे ĤाÜत हुआ? महाजन से / ǐरæतेदारɉ से / ͩकसी 
सरकारȣ संèथा से / बɇक से । 

17.  आप अपने वत[मान åयवसाय से ͩकस सीमा तक सÛतçुट हɇ? पणू[तया सÛतçुट / 
सामाÛय सÛतुçट साधारण असÛतुçट अͬधक सÛतçुट । 

18. Ǔनàनांͩकत दशाओं मɅ कौन–सी दशाएँ आपको सबसे अͬधक कǑठनाई पणू[ Ĥतीत होती 
हɇ। Ĥाथͧमकता Đम मɅ तीन का नाम बताइये । 
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ͪववाह के समय दहेज / उÍच जाǓतयɉ से दरूȣ / åयवसाय का बहु त अǽͬचपणू[ होना / 
सवण[ बिèतयɉ मɅ रहने कȧ अयोÊयता / सवणɟ ɮवारा उ×पीड़न / Ǔनध[नता अͬधकाǐरयɉ 
का दåुय[वहार । 

19. Èया आप यह समझत ेहɇ ͩक उÍच जाǓतया ँआज भी हǐरजनɉ का शोषण करने का 
Ĥय×न करती हɇ? हा ँ/ नहȣ ं। यǑद हा ँतो इसके ͧलए कौन–कौन से कारण उ×तरदायी 
हɇ? हǐरजनɉ मɅ नेत×ृव का अभाव Ǔनध[नता / उÍच जाǓतयɉ मɅ अͬधक संगठन काननूɉ 
मɅ दोष । 

20. एक दशक मɅ आपके पǐरवार के ͩकतने पǽुष सदèय अपनी बèती अथवा गाँव छोडकर 
ͩकसी दसूरे गाँव अथवा शहर मɅ चले गये? 

21. जो सदèय दसूरे èथान पर चले गये हɇ उÛहɅ ͩकन कारणɉ से èथान पǐरवत[न कȧ Ĥेरणा 
ͧमलȣ? नयी नौकरȣ / वत[मान åयवसाय से घणृा / शहर का आकष[ण / ͧश¢ा मɅ ǽͬच 
/ गाँव मɅ झगड़ा / धम[ पǐरवत[न ।  

22. पǐरवार के जो सदèय नये èथानɉ पर जाकर बस गये हɇ; पहले कȧ तुलना मɅ अब 
उनकȧ सामािजक व आͬथ[क िèथǓत कैसी है? 
बहु त अÍछȤ / साधारणतया अÍछȤ / पहले कȧ हȣ तरह /पहल ूसे भी बरुȣ । 

23. अपने जीवन से सàबिÛधत ͪवͧभÛन ¢ेğɉ को ĤगǓतशील बनाने के ͧलए आप Èया 
सुझाव देना चाहɅगे? 
(क) ͧश¢ा सàबÛधी सुझाव; 
(ख) åयवसाय सàबÛधी सुझाव; 
(ग) जाǓतगत संगठन सàबÛधी सुझाव; 
(घ) सामािजक जीवन से सàबिÛधत सुझाव; 
दȣ गयी सूचनाएँ ǓनताÛत गोपनीय रखी जायɅगी । 
èथान …………………       हèता¢र 
Ǒदनांक…………………      (अवलोकनकता[ का नाम)  

20.6 Ĥæनावलȣ 
'ͩकसी भी शोध कȧ Ĥमाͨणकता शोधाथȸ ɮवारा तैयार Ĥæनावलȣ एव ंउनके आधार पर 
उ×तरदाताओं से ĤाÜत Ĥæनɉ के उ×तरɉ– को Ĥæनावलȣ मɅ अंͩकत ͩकया जाता हैl शोध मɅ 
Ĥæनावलȣ को अनसुचूी के बाद मɅ Ǒदखाना चाǑहये l उदाहरणाथ[ यहा ँĤèतुत ͩकया जा 
रहा है  

Ĥæनावलȣ का ĤाǾप – 1 (Form of A Questionnaire) 
भारतीय समाज मɅ पǐरवार–Ǔनयोजन के अÚययन हेत ुĤæनावलȣ का ĤाǾप 

सहमǓत वाले Ĥæनɉ पर () का Ǔनशान लगाइये तथा आवæयक उ×तरɉ पर (X) का 
Ǔनशान लगाइये । ǐरÈत èथानɉ कȧ पǓूत[ करɅ : 
उ×तरदाता का नाम  ………………………………………………………. (èğी पǾुष) 
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आय.ु …………………… वष[………………………… èथायी पता 
………………………………………………………. 
åयवसाय ………………………………………………………. पद ……………………………………………………….  
शै¢ͨणक èतर. …………………………………………… ववैाǑहक èतर (अͪववाǑहत / ͪववाǑहत) ……… 
आय (ĤǓतमास ǽ.) …………………………………… धम[ (ǑहÛद ू/मुिèलम /इसाई / अÛय) 
पǐरवार मɅ सदèयɉ कȧ संÉया. .................  
पǽुष.. ............. / िèğया ँ............./ बÍचे (पğु ............. / पǒुğया.ँ...............) 
नोट केवल 15 वष[ तक के सदèयɉ को बÍचे' माना जाना चाǑहए । 

1. ͪववाह के समय आपकȧ ͩकतनी आय ुथी?    .................. वष[ 
2. सबसे बड़ ेबÍचे का ͪववरण (पğु / पğुी) ; आय.ु   .................. वष[ 
3. सबसे छोटे बÍचे का ͪववरण (पğु / पğुी), आय ु  .................. वष[ 
4. आपके ͩकतने बÍचे तीन वष[ से अͬधक बड़ ेहɇ ? 
5. वे ͩकन–ͩकन क¢ाओं मɅ ͧश¢ा ĤाÜत कर रहे हɇ? 

बड़ ेसे छोटे Đमानसुार ͧलखɅ 
पğु       पǒुğयाँ 

(1) .............      (1) ............. 
(2) .............      (2) ............. 
(3) ............      (3) ............. 
(4) ............      (4) .............  

6. Èया आप बÍचɉ का जÛम ईæवर कȧ देन मानत ेहɇ िजसे Ǔनयǒंğत नहȣ ं ͩकया जा सकता? 
 हाँ / नहȣ ं 

7. Èया आपके ͪवचार मɅ दो से अͬधक बÍचे पǐरवार के ͧलए Ǒहतकर हɇ?    हाँ / नहȣ ं
8. यǑद नहȣ,ं तो Èया आपने उनका जÛम Ǔनयोिजत तथा Ǔनयंǒğत करने का Ĥयास ͩकया? 

 हाँ / नहȣ ं 
9. Èया आप छोटे पǐरवार को अÍछा समझत ेहɇ? हाँ / नहȣ ं
10. Èया आप पǐरवार–Ǔनयोजन काय[Đम मɅ ͪवæवास रखत ेहɇ? हाँ / नहȣ ं
11. आपके ĤǓत / प×नी का पǐरवार–Ǔनयोजन कȧ ओर Èया ǽख है? प¢ मɅ / तटèथ / ͪवप¢ 

मɅ  
12. Èया आपने ͩकसी पǐरवार–Ǔनयोजन केÛġ से अपना सàपक[  èथाͪपत ͩकया है? हाँ /नहȣ ं
13. Èया आपने ͩकसी डाँÈटर से भी पǐरवार–Ǔनयोजन के सàबÛध मɅ सलाह लȣ है? हाँ/ नहȣ ं 

èथान .............       ................................. 
Ǒदनांक .............       उ×तरदाता के हèता¢र 

नोट. सूचनाएँ अ×यÛत गोपनीय रखी जायɅगी । 
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Ĥæनावलȣ का ĤाǾप – II(Specimen of Questionnaire) 
(महाͪवɮयालय मɅ अÚययन करने वाले छाğɉ कȧ आय–åयय कȧ जाँच के सàबÛध मɅ Ĥæनावलȣ) 

................... महाͪवɮयालय मɅ छाğɉ कȧ आय–åयय जाचँ 
A. पǐरचय 
1. महाͪवɮयालय का नाम     ................................. 
2. महाͪवɮयालय सरकारȣ है या Ǔनजी    ................................ 
3. छाğ का नाम      ................................ 
4. ͧलगं       ................................ 
5. आय ु      ................................ 
6. क¢ा       ................................ 
7. पता 1. èथायी     ................................ 

2. èथानीय     ................................ 
8. ͪवɮयाथȸ कहा ँरहता है – 

(क) छाğावास       ................................ 
(ख) सàबिÛधयɉ के साथ     ................................ 
(ग) Ǔनजी Ǿप से कमरा लेकर     ................................  
(घ) अÛय       ................................ 

B. आय के साधन        (Ǿपये) 
1. ͪपताजी से ĤाÜत माͧसक राͧश     ................................ 
2. छाğवǓृत       ................................ 
3. ऋण       ................................ 
4. ɪयशून       ................................ 
5. अÛय İोतɉ से       ................................ 

कुल 
आय........................ 

C. åयय के मद : ͪवͪवध मदɉ पर माͧसक åयय :  
1. महाͪवघालय शुãक 
2. पèुतकɅ  और èटेशनरȣ 
3. भोजन आǑद 
4. कपड़,े धुलाई आǑद 
5. ͩकराया एव Ĥकाशन 
6. आमोद–Ĥमोद 
7. ͪवͪवध 

कुल योग....................... 
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कमी / बचत 
D. बचत यǑद हɉ तो कहा ँजमा करात ेहɇ?    ................................ 

 हèता¢र(सूचक)  

20.7 ĒÛथ सूची एवं सÛदͧभ[का का नमूना 
सÛदͧभ[का का नमूना–1 
BOOKS– 
Ammer, Dean S.  Materials Management,D.B.Taraporevals 

Sons and Co.Pvt.Ltd., Bombay, 1992. 
Aljian, George W.  Purchasing Handbook,ed.MGH 

Co.,Inc.,New York,1958. 
AnanthaKrishnanand,B  Store–Keeping,NCP Publication,New 

Delhi,1972.  
Anyon,G.jay  Managing an Integrated Purchasing 

Process Holt,Rinehort and 
Winston,Inc.,New York–1963 

Bagade,S.D.  Production and Material Management 
Himalayan Publishing House,Mumbai,1997.  

Broom,H.N.  production Management,D.B.Taraporavale 
Sons & Co. Private Ltd., Bombay ed. 
1967. 

Buffa,Elwood S.  Modern Production Operations 
Management, Wiley Eastern Ltd.,New 
Delhi,ed. 1984. 

Chadha, H.L.  Industrial Purchasing and Materials 
Management, Jaico Publishing 
House,Bombay,1975. 

Choudhary,B.K.Roy  Management of Material,S.Chand and 
Sons, New Delhi,1979. 

Crowing G.R. & Gorman Keneeth A.  Cost accounting,Principal and 
ManagementApplication,Houghto
n Mifflin Company,Boston,1974. 

Dewitt K.K.  Modern Economic Theory,Shyam Lal 
Charitable Trust,Ram Nagar, New 



(486) 
 

Delhi,2002 
Emory C.William  Business Research Methods. 
Hasija & Sood  Ever More Banking,Sachin 

Publications,indore,2004. 
Kapoor V.K.  Operations Research,Sultan Chand & 

Sons,Educational Publishers,New 
Delhi,2007. 

MacMillan  The Encyclopedia of Social Science. 
Muranjan S.K.  Modern Banking in India,Hinds Kitab 

Limited. 
Reed Edward W.  Commercial Bank Management,Harpir & 

Row,New York. 
Salliz Caire & others  Research Method in Social Science,1992. 
Seth M.L.  Money banking International Trade & 

Public Finance,Laxmi Narayan 
Aggarwal,Educational Publisher,Agra. 

Shrinivasan R. & Chunawlla S.A.  Personal Management B.S. Shah 
Prakashan, Ahmedabad,2005. 

Shrivastava R.M.  management of Indian Financial Institution 
Himalaya Punlishing House,2006. 

Trevedi R.N.& SkuklaDr.D.P.  Research Methodology 
Vaish M.C.  Money Banking & International 

Trade,Vikas Publication House 
Pvt.Ltd.,New Delhi. 

Varshney P.N.  Banking Law & Practice,Sultan Chand & 
Sons New Delhi,2003. 

ARTICLE & REPORTS–  
 Banking Regulation Act,1949. 
 Chug Dr.A.C.Laurels of the Past,SBBJ, Staff Traning Centre, jaipur. 
 Brochure issued by SBBJ’s Head Office, Jaipur. 
 Memorandum of Association of SBBJ. 
 Indian Banking Companies Act. 
 Brochure “General terms & conditions of Effective Banking”,SBBJ, 

1st june,2007. 



(487) 
 

 Printed Paper on “Our Various Schemes”SBBJ,P&S Banking Deptt., 
Head Office,Jaipur. 

 Website of SBBJ.htt//www.sbbjbank.com 
 Planning Newsletter Published by Planning Deptt.Head Office,jaipur. 
 “Know Your Bank”Published by HRD,Head Office. 
 Memorandum of Settlements Published by IBA,Mumbai. 
 Organisation of the Material Management Function by 

Wahi,A.K.Vol.xiv,No.5, August1980,pp. 15–20 in the Lok Udyog. 
 Materials Management and its Contribution to Productivity by 

Datta,Anil K.july–September 1974,pp. 160–169 in the Management in 
Government. 

 Budgeting and Materials Management,Vol.116,No.2981, june 1968,p.15 
in Commerce. 

 Material Mangment in Public Undertakings by 
Rajan,N.,Vol.III,No.6,September 1969,p.607 in the Lok Udyog. 

 Principles of Inventory Management by Shyder,Arthur,Financial 
Executive, XXXII,April 1964. 

 Valuation of Inventories,A supplement issued by the ICAI,New 
Delhi,vol.XXIX,No.2,June 1981,A.52 in the Chartered Accountant. 

 Control and Management of Surples Inventory by M.K.Ganesan,The 
Management Accountant, January 2,1975. 

 40th Report on Materials Management, Parliamentary Committee on 
Public Undertakings,3rd lok Sobha,1968. 

 Tariff Commission Report : 1953, 1958, 1961, 1974. 
 Lavraj Kumar Committee Report, 1978. 
 Working Group of the VII Plan Report, 1985. 
MAGAZINES, JOURNALS, NEWAPAPER & OTHER PUBLICATIONS– 
 The Advanced Learnes’s Directory of Current English Oxford,2007. 
 Microsoft Ecarta Encyclopedia,2000. 
 Pratiyogiata Darpan. 
 Rajasthan Patrika,Jaipur. 
 Dainik Bhaskar, Jaipur. 
 Economic Times, New Delhi. 
 IBA Bulletin Published by Indian Bank Association, Mumbai. 



(488) 
 

 Sathi, the in house publication of SBBJ. 
 Upwan, A Magazine SBBJ. 
 Samajik Seva Banking,Quality Newsletter of SBBJ. 
 The Journal of Banking Studies,New Delhi. 
 The Times of India,Jaipur. 
 Yojana,New Delhi. 
 Bank–o–Voice,Newsletter. 
 Financial Express,Bombay. 
 Trends & Progress of Banking in India,Reserve Bank of India. 
 SBI Monthly Review. 
 Personal Management in India (Bombay Indian Institute of Persoanl 

Management). 
ANNUAL REPORTS– 
 Annual Report of SBBJ 1997–98 
 Annual Report of SBBJ 1998–99 
 Annual Report of SBBJ 1999–00 
 Annual Report of SBBJ 2000–01 
 Annual Report of SBBJ 2001–02 
 Annual Report of SBBJ 2002–03 
 Annual Report of SBBJ 2003–04 
 Annual Report of SBBJ 2004–05 
 Annual Report of SBBJ 2005–06 
 Annual Report of SBBJ 2006–07 
 Annual Report of SBBJ 2007–08 
WEBSITE – 
 www.hmtindia.com 
 www.hmti.com 
सÛदͧभ[त का नमूना–2 
पèुतकɅ  –  
  डॉ. एम.सी. खÖडलेवाल, उÍचतर लेखाकंन, 1990 
 ओ.आर कृçणाèवामी, सहकारȣ लेखांकन, 1998 
 डी. एस.एम. शुÈल, बहȣखाता तथा लेखाशाèğ, 1995 
 डी. बी.एस. माथरु, सहकाǐरता, 1985 
 Ǿपराम गÜुता एव ंͪवɮयाशरण गÜुता, बहȣखाता, 1980 



(489) 
 

 चतुवȶदȣ एव ंअĒवाल, बहȣखाता, 1978 
 डी.के. बनजȸ, सहकारȣ लेखांकन, 1990 
 आई.सी गÜुता, महाजनी बहȣखाता, 1999 
 Ǔतवाड़ी, चौधरȣ एव ंचौधरȣ, राजèथान. मɅ सहकारȣ काननू  
 एमसी. खÖडेलवाल एव ंǓतवाड़ी, सहकारȣ अंके¢ण, 199०  
 गÜुता एव ंगÜुता, एडवांस एकाउÛटटेÛसी, 1992 
 जे.एन. वæैय, आधुǓनक बहȣखाता, 1995 
 चĐवतȸराय, एडवांस एकाउÛटटेÛसी, 1998 
 Ēाम सेवा सहकारȣ सͧमǓतयɉ कȧ  
 मामोǐरया एव ंसÈसेना, भारत मɅ सहकाǐरता 
 आर.डी बेदȣ, सहकाǐरता के ͧसƨाÛत, इǓतहास एव ंåयवहार 
 डी. एस.आर. भंसालȣ, कॉमेÛटरȣ ऑन दȣ राजèथान को–आपरेǑटव सोसायटȣज एÈट, 1965 
 आर.बी सेठȤ, बɇͩ कंग रेÊयलेूशन एÈट 1949 
ĤǓतवेदन – 
 सांिÉयकȧय ĤǓतवेदन, 1991–92 1992–93 सहकारȣ ͪवभाग, राजèथान, जयपरु  
 ĤगǓत ͪववरण, 1993–94 सहकारȣ ͪवभाग, राजèथान, जयपरु । 
 Đेͩफफाड[ ĤǓतवेदन, 1981, ͧशवरमन कमेटȣ । 
 सांिÉयकȧय ĤǓतवेदन – राçĚȣय कृͪष एव ंĒामीण ͪवकास बɇक । 
 Ĥाथͧमक कृͪष ऋणदाğी सहकारȣ सͧमǓतयɉ के कायɟ पर अÚययन ĤǓतवेदन राजèथान राÏय 

सहकारȣ संघ, जयपरु । 
 सहकारȣ ͪवभाग का ĤगǓत ͪववरण, वष[ 1993–94 सहकारȣ ͪवभाग, राजèथान, जयपरु 
पǒğकाएँ एव ंसमाचार पğ – 
 राजèथान सहकार ÏयोǓत, राजèथान राÏय सहकारȣ संघ । 
 नाबाड[ Ûयजू ǐरåय ू– राçĚȣय कृͪष एव ंĒामीण ͪवकास बɇक । 
 इिÖडयन को–आपरेǑटव ǐरåय ू– भारतीय राçĚȣय सहकारȣ संघ. नई Ǒदãलȣ ।  
 को–ओपरेशन – तͧमलनाडू èटेट को–आपरेǑटव बɇक ͧल. । 
 को–आपरेटरस बलेुǑटन – जàम ूएव ंकæमीर को–आपरेǑटव यǓूनयन, जàब ू।  
 को–आपरेǑटव Ûयजू डाइजेèट – भारतीय ǐरजव[ बɇक । 
 एन.सी.डी.सी. बलेुǑटन – राçĚȣय सहकारȣ ͪवकास Ǔनगम । 
 सहकार पथ – भारतीय राçĚȣय सहकारȣ संघ, नई Ǒदãलȣ । 
 सहकारȣ संकलन, सहकारȣ ͪवभाग, राजèथान, जयपरु । 
 दȣ को–आपरेटर – राçĚȣय भारतीय सहकारȣ संघ, नई Ǒदãलȣ । 
 सहकार दश[क (साÜताǑहक), राजèथान राÏय सहकारȣ–संघ, जयपरु । 
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 जयपरु िजले कȧ Ĥाथͧमक कृͪष ऋणदाğी सहकारȣ सͧमǓतया ँ। 

29.8 सारांश  
ĒÛथ सूची का आशय शोधकता[ ɮवारा ĤयÈुत कȧ गई पèुतकɉ को एक जगह संकलन 
करने से ͩकसी भी åयिÈत को यह जानकारȣ ͧमल जाती है ͩक शोधकता[ ने ͩकन–ͩकन 
ͩकताबɉ का Ĥयोग ͩकया है । Ĥयोग मɅ लȣ गई ͩकताब के सàबिÛधत पेज नàबर तथा 
Ĥकाशक का पता देखकर अपनी संतुिçट के ͧलए ͧमलान कर सकता है ।  

20.9 शÞदावलȣ  
1. संदͧभ[का : शोध काय[ मɅ उपयोग मɅ लȣ गई पèुतक । 
2. ĒÛथ सूची : शोध काय[ मɅ लȣ गई पèुतकɉ / पǒğकाओं कȧ सूची । 
3. पǐरͧशçट : Ĥयोग मɅ लȣ गई स×य ĤǓतͧलͪपयɉ का ͪववरण ।  

20.10 अßयासाथ[ Ĥæन  
1. ĒÛथ सूची से Èया आशय है? 
2. ĒÛथ सूची बनाने के Èया उƧेæय हɇ? 
3. ĒÛथ सूची एव ंसÛदͧभ[का के लाभɉ को बताइये । 
4. एक उपयÈुत ĒÛथ सूची का नमूना दȣिजए ।  
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2. Research Methodology, Techniques and Trends, V.V. Khanzode, 

Daryaganj, New Delhi. 
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